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Figure 3: Codebook obtained from 650 training examples from
all 13 categories (50 images from each category). Image patches

are detected by a sliding grid and random sampling of scales



