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Abstract

The success of neural networks and the advent of specialized hardware such as GPUs

has led to larger models with increasingly large unstructured datasets in machine learning.

Curating and assembling a large, high-quality dataset is a time-consuming process. Further,

training models on these datasets requires expensive computing resources. Some of these

issues are alleviated with the advent of paradigms such as self-supervised and transfer learning.

However, when the data drift and change over time, models must be periodically retrained

to keep up.

Graph structures, both implicit and explicit, are ubiquitous in Natural Language Pro-

cessing. Implicit structures can be derived from language morphology, syntax, and semantics

and expressed using attributed tree graphs. External structures capture world knowledge

and semantics using knowledge graphs and ontologies. Additionally, textual data may have

associated metadata in external graphs, such as network structure for social media interac-

tions. In this dissertation, we posit that an abundance of associated structural information

needs to be utilized for scaling and adaptation. The prevalence of these structures behooves

us to utilize them to improvise, adapt, and overcome the challenges posed by scaling and

drifts in data.

In our work, we focus on three broad directions for using these structures: augmenting

existing text models with structure, exploring the role of structure in creating adversarial

testing samples, and structured-enhanced monitoring of model performance over time. The
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first direction that we explore is the impact of incorporating structure into text representation

learning pipelines. In our first contribution, we study how the implicit structure of text data

(here, URLs) can be used to design domain-specific losses and adversarial attacks to build

a state-of-the-art system for phishing URL detection. This work comprehensively analyzes

transformer models on the phishing URL detection task. We consider the standard masked

language model and additional domain-specific pre-training tasks and compare these models

to fine-tuned transformer models. Our model improves over the best baseline over a range of

low false positive rates. Using a domain-informed attack scenario, we then demonstrate how

these models can be more robust using adversaries constructed from benign URLs. In both

fine-tuning and adversarial attacks, the underlying syntax of URLs serves as the structure

that enables us to build a robust model.

Our second area of research is the role of intrinsic structure in visualizing and analyzing

the fairness of machine learning models. Specifically, we study the syntax of commonly used

fairness metrics. Our contribution improves the probabilistic guarantees for such grammars

in an interactive and online setting. We construct a novel visualization mechanism that can

be used to investigate the context of reported fairness violations and guide users toward

meaningful and compliant fairness specifications. Our framework requires certain assumptions

about the data-generating process at run time. Following this work, we investigate techniques

that can help expand probabilistic guarantees under weaker assumptions. In particular, we

are interested in a setting where dependencies between different data points are represented

through a (predefined) network structure. We critically analyze the choices made and describe

the trade-offs associated with existing work in this domain.

Finally, in our third broad direction, we study the problem of author identification. Our

work demonstrates that it is possible to appropriately intermingle graph representation
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learning with textual representations to utilize the orthogonal signals from each and improve

author identification across time-disjoint task settings. We first develop a novel stylometry-

based multitask learning approach for natural language and model interactions using graph

embeddings to construct low-dimensional representations of short episodes of user activity

for authorship attribution. We comprehensively evaluate our methods across four darkweb

forums, demonstrating their efficacy over the state-of-the-art, with a lift of up to 2.5X on

Mean Retrieval Rank and 2X on Recall@10. Next, we focus on the textual component of the

author identification models. We demonstrate that it is possible to use models trained on

large, clear web datasets to improve author identification on darkweb forums. We conclude

this direction with a study of the limitations of text-based models in generalizing across time

and demographics.

Our work has potential extensions for the latter two directions, which we discuss in a

concluding chapter on future work. We empirically demonstrate that structure can improve

author identification even with large-scale datasets. We provide concrete architectural

suggestions that may be used to train models that utilize both the structure and content

of large datasets in future work. Secondly, we discuss extensions of the ideas we discussed

above in the work on fairness monitoring. We expand our work on our theoretical framework

for conformal prediction on graphs to propose mechanisms for runtime fairness in graph-

structured data. Finally, based on the observed limitations of author identification models,

we propose extensions of ideas explored in our work on temporal robustness that may be

used to provide bounds on the generalization capabilities of these models.
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Chapter 1: Introduction

The rise of deep learning as the primary paradigm for machine learning has been

precipitated by the progress in the ability to use unstructured data, development of special

purpose hardware (GPUs), and availability of software frameworks for rapid prototyping. In

particular, unstructured data is expected to account for a significant fraction (nearly 80%) of

the stored data across enterprises by 2025 (Rydning et al., 2018). Neural networks, composed

of multiple layers, input with raw or unstructured data such as speech, images, and text

form the basis of most modern deep learning architectures (LeCun et al., 2015). Distributed

representations store concepts within a network as patterns across a number of processing

units and are a central concept in the connectionism movement in cognitive science (Hinton

et al., 1986). These distributions have motivated representation learning for unstructured

data (Goodfellow et al., 2016; LeCun et al., 2015) in neural networks. Deep learning has only

had mixed success with structured data - tree-based methods continue to outperform deep

learning on several tasks, including classification and regression (Shwartz-Ziv and Armon,

2022; Grinsztajn et al., 2022). The successes include relation extraction, cell filling, and

question-answering tasks on tabular data (Deng et al., 2022). In a similar vein, neural

networks for graph representation learning have seen successes (Welling and Kipf, 2016;

Veličković et al., 2018) though there remain challenges in their application for unsupervised

representation learning (Gurukar et al., 2022).

1



The success and failures of the aforementioned approaches prompt a natural question -

are there hybrid approaches that can take advantage of the successes of machine learning on

unstructured data while simultaneously capitalizing on any available associated structure?

The central theme of this dissertation is to demonstrate that structures, either those present

implicitly or derived explicitly, provide opportunities for building improved models over

methods that rely on unstructured data alone. Similar perspectives have been explored,

for example, for natural language processing problems (Wu et al., 2021) and computer

vision (Johnson et al., 2018). In particular, the study of language involves the study of

structures. The main subject of this dissertation is the utility of these structures in formal

and natural languages. A formal language refers to a set of strings of symbols derived from

a finite alphabet and specified by a set of rules that generate them (Scott, 2000). Formal

languages are grouped into increasingly large classes that can be organized into the Chomsky

hierarchy (Chomsky, 1956). These classes can be characterized by the nature of the rules

that are used to generate strings and the complexity of the formal machine that recognizes

the language. Further, the study of grammar and its innateness in formal languages has

also played a crucial role in the study of machine learning on natural language, though not

without critics (Pullum and Scholz, 2002; Linzen and Baroni, 2021).

The preceding text references both implicit and explicit structures. We use implicit

structures to reference those that directly influence the derivation of strings/sentences in a

language. For a formal language, these are necessarily externally specified (alphabet, tokens,

syntax). On the other hand, for natural languages, multiple competing formulations exist

for the same phenomenon. For example, the notion of a word/lexeme is not well-defined

across languages (Martin, 2017), and therefore, it can be hard to separate morphological and

syntactic differences. Different formulations exist for describing syntactic structures, such as
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trees having recursive phrase structures (constituency grammars) or general graphs connecting

dependent words (dependency grammars). By explicit structure, we refer to the locally

ascribed or inferred semantics and a contextual structure that helps define meaning. For

instance, we study conversations on online forums and how a post can be better understood

in the presence of the context preceding and surrounding it. Following this discussion of the

broad range of available structure choices, we next revisit the question of their utility. While

there are claims of large language models as a panacea (Bommasani et al., 2021) for solving

language-related tasks, through this dissertation, we aim to demonstrate scenarios where it

is necessary to take advantage of structure to achieve adaptive machine learning systems.

For instance, representations learned for language modeling the most likely next token for

a given prefix (as is common in large language models) would correspond to predicting

the mode for the next token. Thus, such predictions may not be appropriate for modeling

author style, where we want representations to capture the diversity of responses possible

rather than model the most likely one. Stylometric modeling is one of the scenarios explored

comprehensively in this dissertation.

Machine learning systems in the real world must adapt to new concepts and deal with

issues arising from shifts in the underlying data distribution (Huyen, 2022). The problem of

continuing to learn new tasks without forgetting knowledge from previous tasks, commonly

referred to as continual learning or life-long learning, has been a subject of study since at least

the 1990s (Thrun, 1998). However, in general, one cannot assume anything about how a model

trained on data from the past may perform in the future or another domain. We examine

these issues contextualized with respect to the three stages of the life cycle of a machine

learning model, viz. pre-deployment, runtime monitoring, and post-hoc analysis. With each

stage, we can associate challenges with building adaptable ML. For the pre-deployment stage,
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we study adversarial testing. In the runtime monitoring stage, we study online monitoring

and monitoring for structured data. Finally, in the post-deployment stage, we study domain

generalization and temporal robustness.

Adversarial Testing The standard paradigm for evaluating an ML model is using train-

validation-test splits to estimate the performance of a model. Typical benchmarks include

standardized splits for comparing the performance of models (Gorman and Bedrick, 2019).

However, having standardized splits can lead to issues in quantifying performance; measure-

ment on a standardized, held-out split only estimates actual performance. Some of these

issues can be avoided using randomized (Gorman and Bedrick, 2019) or adversarial (Søgaard

et al., 2021) splits. However, alternative splits of the data cannot model all behaviors that

may be encountered by a model. One mechanism of measurement of the ability of a model

to capture specific required properties is by validating its behavior against well-designed

tests (Ribeiro et al., 2020). Further, in the pre-deployment stage, these tests can serve as a

tool to build more robust systems. Coming up with domain-specific test suites for generating

adversarial examples efficiently remains a challenging task.

Runtime Monitoring Once a model has been deployed and begins to influence decisions in

the real world, monitoring it to understand whether it achieves the expected performance is

essential. The distribution of data encountered by the model at training time may differ from

when it is deployed. While the outputs of a model are used to make decisions, the true labels

may be unavailable and expensive to obtain. Effective monitoring of an ML system at runtime

requires building monitoring tools that can provide estimates with fewer examples (Ginart

et al., 2022). Monitoring is also imperative for auditing the compliance of decision-making

ML systems with regulatory requirements. It is difficult to create efficient monitoring tools

that can establish when a deployed model cannot reach regulatory or performance targets.
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Online guarantees using concentration-based arguments are feasible under certain statistical

assumptions about the distribution of the runtime data. In graph-structured data, the

edges denote potential dependencies between nodes. This structure can provide monitoring

capabilities for models used for decision-making on graphs. At the same time, given that there

are weaker assumptions on the data here, the guarantees for monitoring such models would

be weaker. Carefully evaluating the tradeoffs between the assumptions and the guarantees is

necessary to develop monitoring tools for graph-structured data.

Domain Generalization While there is some disparity in the notion of what constitutes a

domain, one frequently used notion of a domain is to reference data that are sampled from a

fixed, joint distribution of inputs and outputs (Wang et al., 2022). In the post-deployment

phase, a model built for a specific domain may be adapted for use in other analogous settings,

each having its joint distribution. This motivates the problem of domain generalization.

Representative strategies for domain generalization include multi-task learning (Caruana,

1997) and transfer learning (Zhuang et al., 2020). The third challenge we study in this

dissertation is setting up model architectures and training algorithms and understanding the

robustness of domain generalization in specific contexts.

1.1 Thesis Statement

In this dissertation, we aim to establish structure-based mechanisms usable throughout

the development and deployment stages of a machine learning model that can help them

adapt to changing scenarios. Specifically, we posit that implicit and explicit structures

present in language aid in designing more adaptable machine-learning systems. We focus on

three specific challenges in this space: adversarial testing, runtime monitoring, and domain

generalization. Our contributions describe approaches utilizing core ideas to address each
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challenge. Specifically, we aim to answer the following questions: Can we use syntactic

structures to train more robust models? Are there suites of behavioral tests that can be

designed to test and enhance the robustness of models prior to their deployment? Can we

quantify whether a model achieves or violates a fairness guarantee following its deployment

while minimizing the number of samples required? Can we build analogous guarantees in the

presence of graph-structured data? Are there procedures that can be used to improve a model

built for a specific domain such that it can be generalized to a new domain? Can we use

information from multiple related domains to enhance a model built for a specific domain?

Even within a single domain, what factors affect a model’s robustness over time? In the

subsequent sections, we describe our contributions that help address these questions.

1.2 Our Contributions

1.2.1 Improving the Classification of Phishing URLs using Transformers

The number of URLs and known phishing pages has continued to increase at a rapid pace.

Browsers have started to include one or more machine learning classifiers as part of their

security services that aim to better protect end users from harm. Browsers typically evaluate

every unknown URL using some classifier in order to quickly detect these phishing pages. In

this contribution, we first perform a comprehensive analysis of transformer models on the

phishing URL detection task. We consider standard masked language models and additional

domain-specific pre-training tasks and compare these models to fine-tuned BERT (Devlin

et al., 2019) and RoBERTa (Liu et al., 2019) models. We use insights from the design

of denoising encoders (Lewis et al., 2020; Clark et al., 2020) for text and the structure of

URLs to design training objectives that improve the robustness of phishing URL detection

models. Combining the insights from these experiments, we propose URLTran, which uses

transformers to significantly improve the performance of phishing URL detection over a
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wide range of very low false positive rates (FPRs) compared to other deep learning based

methods. Further, we design adversarial tests that help quantify the robustness of models to

known phishing URL attack threat models. We consider additional fine tuning with these

adversarial samples and demonstrate that URLTran can maintain low FPRs under these

scenarios.

1.2.2 Auditing Fairness Online through Iterative Refinement

Machine learning algorithms are increasingly being deployed for high-stakes scenarios. A

sizeable proportion of currently deployed models make their decisions in a black-box manner.

Under these settings, at runtime, monitoring the performance of machine learning models is

a challenging task. This problem is further compounded when aiming to quantify the fairness

of decision-making models. In this contribution, we focus on user-specified accountability

of decision-making processes of black box systems. Previous work has formulated this

problem as run time fairness monitoring over decision functions. However, formulating

appropriate specifications for situation-appropriate fairness metrics is challenging. We follow

prior work (Albarghouthi and Vinitsky, 2019; Bastani et al., 2019) in defining structured

grammars for a broad range of fairness metrics. We then construct AVOIR, an automated

inference-based optimization system that improves bounds for and generalizes prior work

across these fairness metrics. AVOIR uses the grammar to distribute uncertainty across

different terms within the definition of a fairness metric to achieve more efficient bounds. It

also offers an interactive and iterative process for exploring fairness violations aligned with

governance and regulatory requirements. Our bounds improve over previous probabilistic

guarantees for such fairness grammars in online settings. Further, we also construct a novel

visualization mechanism that can be used to investigate the context of reported fairness

violations and guide users toward meaningful and compliant fairness specifications. This
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visualization makes use of the parse trees for fairness metrics that are generated from the

grammar used to define them.

1.2.3 Conformal Prediction for Graph Structured Data

In AVOIR, we focused on online fairness auditing in decision-making systems where

data was assumed to be independent and identically distributed (IID) at run time. While it

provides strong probabilistic guarantees, it is not possible to use AVOIR for monitoring models

that make decisions on graph-structured data, as the graph structure imposes dependencies

between the behavior of nodes. The conformal prediction framework (Vovk et al., 2005)

provides a mechanism to provide statistically sound guarantees for the behavior of a model

at run time under a weaker exchangeability assumption. In this contribution, we study the

tradeoffs associated with different approaches aimed at using conformal prediction for graph-

structured data. We contrast the dataset and data splitting setups used by existing approaches

for conformal prediction on graphs. Our findings indicate that careful implementation of

randomization procedures can significantly improve the efficiency of existing conformal

prediction methods for graph-structured data.

1.2.4 Stylometry using Structure and Multitask Learning for Darkweb
forums

Darknet market forums are frequently used to exchange illegal goods and services between

parties who use encryption to conceal their identities. The Tor network is used to host these

markets, which guarantees additional anonymization from IP and location tracking, making

it challenging to link across malicious users using multiple accounts (sybils). Additionally,

users migrate to new forums when one is closed, further increasing the difficulty of linking

users across multiple forums. Recent advances in forensic linguistic (Juola, 2006) strategies

allowed author identification to be used on short texts on online social media users (Shrestha
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et al., 2017; Andrews and Bishop, 2019). In our contribution, we use domain generalization

strategies to adapt these approaches to darkweb forums. We utilize the structure of phpBB-

based bulletin-board like forums1 prevalent on the darkweb from 2013-2017 to enhance

author representations. Our multitask learning approach for natural language and model

interactions using graph embeddings helps construct low-dimensional representations of short

episodes of user activity for authorship attribution. We provide a comprehensive evaluation

of our methods across four different darknet forums demonstrating their efficacy.

1.2.5 Towards Robust Author Representations

Concurrent with our work with SYSML, the literature in the field of authorship attribution

using text-based approaches has seen significant performance improvements with the use of

large language models (Khan et al., 2021; Rivera-Soto et al., 2021). However, the robustness

of these models across domains, demographics, and time needs to be better understood.

In our final contribution, we conduct a comprehensive study of the robustness of these

models across time and domains. First, we study whether the representations learned by

these models can be used to improve author identification on darkweb forums. Our findings

indicate the limitations on the transferability of these representations to the darkweb domain.

Following this, we demonstrate an approach that combines data across the domains that can

be used to improve the robustness of these models. Finally, we study how models trained

within a domain generalize across temporal and demographic shifts. Our careful experiments

indicate that the degradation in the performance of these models arises from temporal shifts

in the underlying author style rather than from model estimation errors.

1https://www.phpbb.com/
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1.3 Future Work

1.3.1 Large Scale Structure-aware Authorship Attribution

Continuing the theme of domain adaptation in our work on stylometry, in this extension,

we propose a mechanism to study how different domains and their associated structure

correlate with the stylometric identifiability of authors. In recent work, Barlas and Stamatatos

(2020); Rivera-Soto et al. (2021) conducted large-scale studies of cross-domain transfer for

authorship attribution. Their results show that training on some domains leads to models

that transfer better to other domains. The thesis of their work was that the diversity of

topics discussed and the number of distinct authors in one domain drive better transferability.

A natural question arises regarding our contribution to stylometry using structure on the

darkweb relevant to the scale of these datasets. The number of users and posts in the

darkweb domain is limited. For example, the total number of forum posts across multiple

years on large darkweb forums only lies in the 100,000-1,000,000 range. In comparison, there

are over 70 million posts on Reddit over a single month (Andrews and Bishop, 2019) in an

overlapping time period. This motivates our first direction for future work–the study of

structure-based methods to improve authorship attribution models when the availability of

text/authors and size of models is scaled up by multiple orders of magnitude.

1.3.2 Fairness through Conformal Prediction

In Chapter 3, we address the problem of fairness auditing using the structure of the

monitored metrics. We utilize the adaptive Hoeffding concentration bound (Zhao et al.,

2016) to quantify the uncertainty of the tracked fairness metric, which allows monitoring

with arbitrary stopping mechanisms. However, using this inequality comes with certain

assumptions of the data-generating process. The most restrictive assumption is that of a
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fixed fairness specification, stationary data distribution, and independent and identically

distributed (IID) data. A multitude of scenarios in the real world do not conform to these

assumptions. In Chapter 4, we show that under the weaker assumption of exchangeability,

it is possible to use the framework of conformal risk control to provide guarantees for the

outputs of graph models. In this direction of future work, we propose a mechanism for using

conformal prediction sets that can guarantee fairness properties for the outputs of an existing

model at runtime.

1.3.3 Towards More Robust Authorship Attribution

In chapters 5 and 6, we study the robustness of authorship attribution models across

time and domains. The methods we propose in chapter 5 require retraining a model with

additional context from graph-based representations. As the results in chapter 6 indicate,

the representations learned by models trained on one domain do not always generalize well to

other domains. Further, even within the same domain, the robustness of these models across

time and demographics varies. We find degradation across time that arises from temporal

shifts in the underlying author style. However, no techniques exist to modify the outputs of

these models to provide guarantees about their performance. Our success with conformal

prediction in the aforementioned work motivates us to use it to provide such guarantees in

the context of authorship attribution. In the final direction of the proposed future work,

we discuss how recalibration and conformal prediction-based approaches may achieve more

robust authorship attribution.

1.4 Organization

The remainder of the dissertation is organized as follows. First, we discuss a method to

improve the classification of phishing URLs using transformers in chapter 2. We describe how,
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in the pre-deployment stage, adversarial tests can be constructed and used to evaluate the

robustness of machine learning models for this task. Following this, we discuss a mechanism

for monitoring the runtime fairness properties associated with deployed machine learning

models in chapter 3. Next, in chapter 4 we analyze the tradeoffs in the conformal prediction

framework and its usability in the graph setting. The next part of this dissertation focuses on

the post-deployment stage. In chapter 5, we describe how an authorship identification model

trained on one domain can be generalized to work across domains. Further, in chapter 6 we

study the robustness of authorship identification models across time and domains. Finally,

in chapter 7, we first summarize our contributions and their limitations. We then describe

directions of future work that may resolve some of these limitations. The first of these involves

scaling authorship identification models to work across even more domains while utilizing

the graphs associated with those domains. The second describes how fairness monitoring

can be made to work across settings beyond those explored in chapter 3 and chapter 4. We

conclude with a discussion of how recalibration and conformal prediction can be used to

provide guarantees for the robustness of authorship identification models across time and

domains.

12



Chapter 2: Detecting Phishing URLs using Transformers

In this chapter, we present our work on phishing URL (Uniform Resource Locator)

detection (Maneriker et al., 2021b) conducted at Microsoft, contextualized within the broader

theme of our thesis surrounding the use of structures to build adversarial testing for pre-

deployment robustness. We study the problem of detecting phishing URLs using transformer

models.

Browsers often include security features to detect phishing web pages. In the past, some

browsers evaluated unknown URLs for inclusion in lists of known phishing pages. However,

phishing URLs and websites have a very short life span (Garera et al., 2007; Chu et al.,

2013). Therefore, models must be able to adapt to rapidly changing data distribution. As

the number of URLs and known phishing pages has continued to increase rapidly, browsers

have started to include one or more machine learning classifiers in their security services,

which aim to better protect end users from harm.

Recent research has proposed using deep learning models for the phishing URL detection

task (Sahoo et al., 2017; Yerima and Alzaylaee, 2020; Ren et al., 2019; Peng et al., 2019;

Huang et al., 2019; Tajaddodianfar et al., 2020). Concurrently, text embedding research using

transformers has led to state-of-the-art results in many natural language processing tasks.

In this contribution, we first comprehensively analyze transformer models on the phishing

URL detection task. We consider both pre-trained and end-to-end transformer models,
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with standard masked language models and additional domain-specific pre-training tasks.

We compare end-to-end training compare against fine-tuned BERT and RoBERTa models.

Misclassifying a benign URL as malicious can be damaging for a phishing URL classification

model.Therefore, phishing URL detection models are compared by measuring true positive

rates at very low false positive rates. The insights our experiments help us propose URLTran,

which uses transformers to significantly improve the performance of phishing URL detection

over a wide range of very low false positive rates (FPRs) compared to other deep learning-

based methods. For example, URLTran yields a true positive rate (TPR) of 86.80% compared

to 71.20% for the next best baseline at an FPR of 0.01%, resulting in a relative improvement

of over 21.9%. We use insights from the structure of URL grammar (Berners-Lee et al.,

2005).

As mentioned previously, phishing URL attacks are carried out through short-lived and

changing URL patterns. Therefore, the machine learning models must be retrained and

redeployed at regular intervals. This procedure may lead to a catastrophic forgetting (Mc-

Closkey and Cohen, 1989) phenomenon, whereby models forget the old patterns and only

adapt to new ones. In our second contribution to this work, we propose a threat model and

construct an adversarial testing scenario to validate models against known threat patterns

before deployment. We consider some classical adversarial black-box phishing attacks, such

as those based on homoglyphs and compound word splits, to improve the robustness of

URLTran. Inspired by the behavioral testing paradigm (Ribeiro et al., 2020), we provide

algorithms to efficiently construct datasets that can help quantify the capabilities of trained

models against known threat patterns.
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2.1 Introduction

Phishing occurs when a malicious web page is created to mimic the legitimate login page

used to access a popular online service for the purpose of harvesting the user’s credentials or

a web page whose purpose is to input credit card or other payment information. Typical

phishing targets include online banking services, web-based email portals, and social media

websites. Attackers use several methods to direct the victim to the phishing site in order

to launch the attack. In some cases, they may send the user a phishing email containing

the URL of a phishing page. Attackers may also use search engine optimization techniques

to rank phishing pages high in a search result query. Modern email platforms use various

machine learning models to detect phishing web page attacks. In this work, we propose a

new deep learning model that analyzes URLs and is based on transformers which have shown

state-of-the-art performance in many important natural language processing tasks.

In order to prevent users from inadvertently uploading personal information to the

attackers, web browsers provide additional security services to identify and block or warn a

user from visiting a known phishing page. For example, Google’s Chrome browser utilizes their

Safe Browsing technology (Google, 2007) and Microsoft’s Edge browser includes Windows

Defender SmartScreen (Microsoft, 2023). In a related attack which is also addressed by these

services, malicious URLs may point to a web page hosted by a misconfigured or unpatched

server with the goal of exploiting browser vulnerabilities in order to infect the user’s computer

with malware (i.e., malicious software). Successful phishing web page detection includes a

number of significant challenges. First, there is a huge class imbalance associated with this

problem. The number of phishing pages on the internet is very small compared to the total

number of web pages available to users. Second, phishing campaigns are often short-lived.

In order to avoid detection, attackers may move the login page from one site to another
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multiple times per day. Third, phishing attacks continue to be a persistent problem. The

number of known phishing sites continues to increase over time. Therefore, blocking phishing

attacks only using a continuously growing list of known phishing sites often fails to protect

users in practice.

Popular web browsers may render hundreds of millions or even billions of web pages each

day. In order to be effective, any phishing or malicious web page detection must be fast. For

this reason, several researchers (Blum et al., 2010; Le et al., 2018; Tajaddodianfar et al., 2020)

have proposed detecting both phishing and malicious web pages based solely on analyzing

the URL itself. With the proliferation and ease of access to phishing kits sold on the black

market as well as the phishing as a service offering, it has become easy for attackers with

little expertise to deploy phishing sites and initiate such attacks. Consequently, phishing is

currently on the rise and costing over $57 million from more than 114,000 victims in the US

according to a recent FBI report (2019). The number of phishing attacks rose in Q3 of 2019

to a high level not seen since late 2016 (HelpNetSecurity, 2019). As phishing is proving to

be more and more fruitful, the attacks have become increasingly sophisticated. At the same

time, the lifespan of phishing URLs has continued to drop dramatically – from 10+ hours to

minutes (Zvelo, 2020).

Given the significant repercussions of visiting a phishing or malicious web page, the

detection of these URLs has been an active area of research (Sahoo et al., 2017). Researchers

have proposed the use of extracted feature-based natural language processing methods to

detect malicious URLs (Blum et al., 2010). Recent efforts have also begun to use deep learning

models to detect these URLs (Le et al., 2018; Tajaddodianfar et al., 2020). Concurrently,

semi-supervised machine learning methods have been used to create text embeddings that

offer state-of-the-art results in many natural language processing tasks. The key idea in these
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approaches is the inclusion of a transformer model (Vaswani et al., 2017). BERT (Devlin

et al., 2019; Rogers et al., 2020) utilizes transformers to offer significant improvements in

several natural language processing (NLP) tasks. The GPT (Ratdford et al., 2018; Radford

et al., 2019; Brown et al., 2020) series of models have also followed a similar approach.

The semantics and syntax of natural language are more complex than URLs, which must

follow a syntax specification (Berners-Lee et al., 2005) in the finite-state automaton/regex

level of the Chomsky hierarchy (Chomsky, 1956). However, recent work using transformers

has also demonstrated that these models can be applied to tasks involving data with more

strict syntactic structures. These include tabular data (Yin et al., 2020), python source

code (Kanade et al., 2020) and SQL queries (Wang et al., 2020a). The success of these

approaches further motivates us to apply transformers on URLs.

In this paper, we compare two settings: 1) we pre-train and fine-tune an existing

transformer architecture using only URL data, and 2) we fine-tune publicly available pre-

trained transformer models. In the first approach, we apply the commonly used Cloze-style

masked language modeling objective (Taylor, 1953) on the BERT architecture. In the

second approach, we fine-tune BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019)

on the URL classification task. Each of these systems forms an example of a URLTran

model. URLTranB is the best performing model obtained from these approaches. Finally,

we simulate two common black-box phishing attacks by perturbing URLs in our data using

unicode-based homoglyph substitutions (Woodbridge et al., 2018) and inserting ‘-’ characters

between sub-words in a compound URL (e.g., ‘bankofamerica.com’→ ‘bank-of-america.com’),

along with a perturbation scenario under which the URL parameters are reordered, and the

URL label remains unchanged to improve the robustness of URLTran.
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Results on a large corpus of phishing and benign URLs show that transformers are able

to significantly outperform recent state-of-the-art phishing URL detection models (URLNet,

Texception) over a wide range of low false positive rates where such a phishing URL detector

must operate. At a false positive rate of 0.01%, URLTran increases the true positive rate

from 71.20% for the next best baseline (URLNet) to 86.80% (21.9% relative increase). Thus,

browser safety services, such Google’s Safe Browsing and Microsoft’s SmartScreen, may

potentially benefit using the proposed URLTran system for the detection of phishing web

pages. Further, we use the implicit structure of URLs and common threat models to devise

an adversarial testing setup that facilitate development of more robust models.

We summarize the contributions of our work. First, borrowing from recent advances

in many natural language processing tasks, we propose the use of transformers to improve

the detection of phishing URLs. Second, We build URLTran, a large-scale system with

production data and labels and demonstrate that transformers do offer a significant perfor-

mance improvement compared to previous recent deep learning solutions over a wide range

of very low false positive rates. Third, we analyze the impact of various design choices in

terms of hyperparameters, pre-training tasks, and tokenizers to contribute to an improved

model. Finally, we analyze the adversarially generated URLs from the system to understand

the limitations of URLTran, forming a benchmark that can also be used to evaluate the

adaptation of phishing URL detection models.

2.2 Related Work

The URLTran system is most closely related to phishing and malicious URL detection

models which have been previously proposed in the literature. In this section, we first provide

a short summary of the related work for deep learning-based text embeddings in general.
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Following this, we describe some examples of adversarial attack models commonly used for

testing the robustness of text embedding models. We then review related work in phishing

and malicious web page detection using a webpage URL which builds upon the previous text

embedding models proposed in the NLP domain. In particular, we focus on two recent, deep

learning URL detection models, URLNet and Texception, which helped to inspire this work.

Text Embeddings. Deep learning models for text embeddings have been an active area

of research recently. One family of models - character-level CNNs2 learn a text embedding

from individual characters, and these embeddings are then processed using a sequential CNN

and one or more dense layers depending on the task. Recent examples of character-level

CNNs include work by Conneau et al. (2017); Zhang et al. (2015). In particular, Conneau

et al. (2017) investigated very deep architectures for the purpose of classifying natural

language text. Typically, these models are trained in an end-to-end fashion instead of

from manually engineered features. Different formulations of recurrent Neural Networks for

machine translation have also been widely used (Graves, 2013; Hochreiter and Schmidhuber,

1997; Cho et al., 2014; Bahdanau et al., 2015) for producing text embedding for text processing

tasks. Transformers were introduced by Vaswani et al. (2017) in the context of neural machine

translation. A number of models use variations of the original transformer architecture

for other natural language processing tasks including BERT (Devlin et al., 2019; Rogers

et al., 2020).RoBERTa (Liu et al., 2019) used careful optimization of the BERT parameters

and training methodology to offer further improvements. Transformer-based models have

been adopted for a wide number of tasks (Bommasani et al., 2021) beyond natural language

processing.

2Convolutional Neural Networks
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Adversarial Attacks on Text. Adversarial example generation has been a focus of

some recent work on understanding the robustness of various text classification tasks. The

examples generated using these approaches aim to impose certain semantic constraints without

modifying the label of the underlying text. White-box attacks (e.g., Hotflip (Ebrahimi et al.,

2018a)) require access to the internals of the classification model used, such as the gradient

on specific examples. The attack framework proposed in our work is more in line with black-

box attack frameworks such as DeepWordBug (Gao et al., 2018) and TextAttack (Morris

et al., 2020) where the construction of adversarial data is motivated by a threat model

but independent of the classifier used. Validating behavior against well-designed tests is

an important mechanism to measure whether language models capture specific linguistic

properties (Ribeiro et al., 2020). We specialize these schemes for the URL context.

URL-Based Phishing and Malicious Web Page Detection. Previous related work on

the detection of phishing and malicious web pages based on their URL has progressed in

parallel. We next review some important systems in chronological order.

Early phishing page detection based on URLs followed conventional deep learning ap-

proaches. A summary of these methods is provided by Sahoo et al. (2017). Blum et al. (2010)

proposed using confidence-weighted online learning on a set of lexical features extracted from

the URL. To extract these features, the URL is first split using the following delimiters:

‘?’, ‘=’, ‘/’, ‘.’, and ‘ ’. Next, individual features are set based on the path, domain, and

protocol. Le et al. (2018) proposed the URLNet model to detect URLs which are references to

malicious web pages. URLNet processes a URL using a character-level CNN and a word-level

CNN. Inspired by the Xception deep object recognition model for images, Texception (Tajad-

dodianfar et al., 2020) also uses separate character-level and word-level CNNs like URLNet.

However, the CNN kernels in Texception form different sized-text windows for both the
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character and word levels. In addition, Texception utilizes contextual word embeddings in

the form of either FastText (Joulin et al., 2017) or Word2Vec (Mikolov et al., 2013b) to

convert the URL into the input embedding vector. Another CNN-based phishing detection

model was proposed by Yerima and Alzaylaee (2020), who create a 31-dimensional feature

vector using the contents of web pages and train a CNN based on this feature vector. will be

much slower for inference. Other work has proposed using LSTMs (i.e., recurrent sequential

models) for phishing and malicious URL detection including Ren et al. (2019); Peng et al.

(2019). Processing LSTMs is expensive in terms of computation and memory for long URLs

which makes them impractical for large-scale production. Huang et al. (2019) also investigate

using capsule networks for detecting phishing URLs.

2.3 Dataset Description

The datasets used for training, validation and testing were collected from Microsoft’s

Edge and Internet Explorer production browsing telemetry during the summer of 2019. The

schema for all three datasets is similar and consists of the browsing URL and a boolean

determination of whether the URL has been identified as phishing or benign. Six weeks

of historical data were collected overall out of which four weeks of data were used for the

training set, one week for the validation and one week for the test set. Due to the highly

unbalanced nature of the datasets (roughly 1 in 50 thousand URLs is a phishing URL), we

down-sampled the benign set and the resultant dataset consisted of a 1:20 ratio (phishing

versus benign) for both the training and validation sets. The corresponding total sizes were

1,039,413 records for training and 259,854 thousand for validation, respectively. The test

set used for evaluating the models consists of 1,784,155 records, of which 8,742 are phishing

URLs and the remaining 1,775,413 are benign.
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The labels included in this dataset correspond to those used to train production classifiers

for Microsoft Smartscreen (Microsoft, 2023). Phishing URLs are manually confirmed by

analysts including those which have been reported as suspicious by end user feedback. Other

manually confirmed URLs are also labeled as phishing when they are included and manually

verified in known phishing URL lists including Phishtank. 3 Benign URLs correspond to

web pages which are known to not be involved with a phishing attack. In this case, these

sites have been manually verified by manual analysis. In some cases, benign URLs can be

confirmed by thorough (i.e., production grade) off-line automated analysis which is not an

option for real-time detection required by the browser. None of the benign URLs have been

included in known phishing lists or have been reported as phishing pages by users and later

verified by analysts. It is important to note that all URLs labeled as benign correspond to

web pages that have been validated. They are not simply a collection of unknown URLs, i.e.,

ones which have not been previously detected as phishing sites.

2.4 Methodology

URLTran seeks to use recent advances in natural language processing to improve the

task of detecting phishing URLs. Building URLTran employs a two-pronged approach

towards adapting transformers for the task of phishing URL detection. First, state-of-the-

art transformer models, BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), are

fine-tuned, starting from publicly available vocabularies and weights and across different

hyperparameter settings and resulting in URLTranB and URLTranR, respectively. Second,

domain-specific vocabularies are built using different tokenization approaches, and a domain

specific transformer (URLTranC) is first pre-trained and then fine-tuned on the task.

3At the time of this study, the total of 73, 705 valid phishing URLs was significantly larger than the
number of phishing URLs reported by competitors such as Phishtank (http://phishtank.org/stats.php).
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Figure 2.1: URLTran phishing URL detection model.

The general architecture of all the explored models takes a three stage approach for

inference shown in Figure 2.1. It first uses a subword tokenizer to extract tokens from a

URL. Next, a transformer model generates an embedding vector for the unknown URL.

Finally, a classifier predicts a score indicating whether or not the unknown URL corresponds

to a phishing web page. In the following sections, we first provide briefly summarize the

transformer model architecture, followed by the training tasks used to train the model, and

end with a description of the adversarial settings under which the best URLTran model is

evaluated and then trained with adversarial examples to improve its robustness.

2.4.1 Architecture

We describe the tokenization schemes and overall architecture for classification in this sec-

tion, skipping a detailed description of transformer models for brevity. Interested readers can
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review the transformer (Vaswani et al., 2017), BERT (Devlin et al., 2019), or RoBERTa (Liu

et al., 2019) papers for details of the internal structure of transformer layers.

2.4.1.1 Tokenization

The raw input to the URLTran model is the URL, which can be viewed as a text sequence.

The first step in the phishing URL detection task involves converting this input URL into

a numerical vector which can be further processed by a classic machine learning or deep

learning model. Previous URL detection models (Blum et al., 2010) extracted lexical features

by first splitting the URL with a set of important delimiters (e.g., ‘=’, ‘/’, ‘?’, ‘.’, ‘ ’) and

then creating a sparse binary features based on these tokens. Recent deep learning-based

URL detection models (Le et al., 2018; Tajaddodianfar et al., 2020) instead include separate

word-level and character-level CNNs where the character-level CNNs span different lengths

of character subsequences.

Instead of these approaches, we experiment with multiple subword tokenization schemes in

URLTran. Subword models have seen increased adoption in different tasks in NLP, including

machine translation (Sennrich et al., 2016), word analogy (Bojanowski et al., 2017), and

question answering (Zhang et al., 2019b). Using subword models helps balance between

the tradeoffs of using full-length words for each token (leading to fewer tokens required per

input but a large token vocabulary) and character-based models (more tokens required per

input but a smaller token vocabulary). For example, a full-length model would consider

‘bankofamerica’ and ‘bankofcanada’ as completely unrelated tokens, whereas a subword

model can recognize the shared subword ‘bank’ to correlate URLs belonging to the two

banks. Frequently occurring character substrings tend to correspond to subwords; common

prefixes and suffixes can also provide relevant information. In particular, for fine-tuned

URLTranB and URLTranR, we use the corresponding existing word piece (Wu et al., 2016;
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URL (um) secure.bankofamerica.com/login/sign-in/signOnV2Screen.go
Token Sequence (TOKm) { ‘secure’, ‘.’, ‘bank’, ‘##of’, ‘##ame’, ‘##rica’, ‘.’, ‘com’, ‘/’, ‘log’, ‘##in’, ‘/’,

‘sign’, ‘-’, ‘in’, ‘/’, ‘sign’, ‘##on’, ‘##v’, ‘##2’, ‘##screen’, ‘.’, ‘go’ }

Table 2.1: Example of the wordpiece token sequence extraction from a popular banking web
page.

Devlin et al., 2019) and Byte Pair Encoding (BPE) models (Radford et al., 2019; Liu et al.,

2019), respectively. In addition to these, we create custom character-level and byte-level

BPE vocabularies using the training URL data to have a domain specific vocabulary for

URLTranC . We test two different vocabulary sizes, 1K and 10K. We tested both sentence

piece and BPE tokenization schemes in our models.

The BPE models first break the mth URL, um, into a sequence of text tokens, TOKm,

where the individual tokens may represent entire words or subwords (Schuster and Nakajima,

2012; Sennrich et al., 2016; Wu et al., 2016). Following the notation in (Devlin et al., 2019),

the token sequence is formed as:

TOKm = Tokenizer(um) (2.1)

where TOKm is of length Tm positions and consists of individual tokens Toktm at each

position index t. For example, the BERT wordpiece token sequence generated from the URL

of a popular banking login page,

um = secure.bankofamerica.com/login/sign-in/signOnV2Screen.go

is shown in Table 2.1. The wordpiece model includes special text tokens specified by (##)

which build upon the previous token in the sequence. In the example in Table 2.1, ‘##of’

refers to the continuation from s token (‘bank’), and helps distinguish from the more common

separate token ‘of’.
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2.4.1.2 Classifier

The final encoding produced by the transformer model can be used for a variety of

downstream NLP tasks such as language understanding, language inference, and question

answering, and text classification. We use the transformer embeddings for two tasks: pre-

training masked language models, and fine-tuning for classification of phishing URLs. Both

of these tasks require a final representation layer which can be applied to multiple tokens

for masked token prediction, and a pooled representation for classification. The transformer

models that we train use a single, dense two-class classification layer, which is applied to a

special pooled token (‘[CLS]’) for classification. A dense layer having an output size equal

to the size of the vocabulary of the tokenizer (vocab_size) classes is used for predicting the

masked token for the masked language modeling task during pre-training:

sm = σ(Wpx
0
m + bp) (2.2)

stm = σ(Wvx
t
m + bv) (2.3)

In (2.2), Wp and b are the weight matrix, bias vector respectively, for the final dense linear

layer for predicting the phising label. σ is the softmax function and sm is the score which

predicts if the URL um corresponds to a phishing web page when performing classification.

Similarly, in (2.3), stm, t ∈ [n] are the sequence of masked token probability score vectors

when performing masked language modeling for input token xtm computed using the softmax

function σ, with weight matrix Wv and bias vector bv. We now describe how input tokens

are modified for masked language modeling and fine tuning.
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2.4.2 Training

2.4.2.1 Masked Language Modeling (MLM)

The MLM task is commonly used to perform pre-training for transformers (Devlin et al.,

2019; Liu et al., 2019). In this task, a random subset of tokens is replaced by a special

‘[MASK]’ token. The training objective for the task is the cross-entropy loss corresponding

to predicting the correct tokens at masked positions. The intuition for using this task for

URLs is that specific query parameters and paths are generally associated with non-phishing

URLs and therefore predicting masked tokens would help to uncover these associations.

Similar intuitions derived from the cloze task (Taylor, 1953) motivate the usage of MLMs

for pre-training natural language models. Following the MLM hyperparameter settings for

BERT, we selected 15% of the tokens sampled uniformly for masking, of which 80% are

replaced, 10% were left unchanged, and 10% were replaced by a random vocabulary token at

each iteration. We used dynamic masking (Liu et al., 2019), i.e., different tokens masked

from the same sequence across iterations. Only the training subset of the full dataset was

used for pre-training to prevent any data leakage.

2.4.2.2 Fine Tuning

For URLTranB and URLTranR, we initialized all the parameters using the pretrained

weights provided for BERT by Devlin et al. (2019) and RoBERTa by Liu et al. (2019)

respectively. For URLTranC , we first pretrain each model using the MLM pretraining task

and use the learned weights as initialization values. Next, each URLTran model, is trained

using a second “fine-tuning” task using the error backpropagated from the URL classification

task. We used the Adam (Kingma and Ba, 2014) optimizer with cross-entropy losses to train

each model.
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2.4.3 Adversarial Attacks and Data Augmentation

Threat Model The approach we use for generating data for an adversarial attack

includes generating separate augmented training, validation and test datasets based on their

original dataset.For each URL processed in these datasets, we generate a random number. If

it is less than 0.5, we augment the URL, or otherwise, we include it in its original form. For

URLs which are to be augmented, we modify it using either a homoglyph attack, a compound

attack or parameter reordering with equal probability. If a URL has been augmented, we

also include the original URL in the augmented dataset.

The threat model for URLTran allows for the attacker to create any phishing URL

including those which employ domain squatting techniques. In its current form, URLTran

is protected against homoglyph and compound word attacks through dataset augmen-

tation. However, any domain squatting attacks can also be simulated and included in

the augmented adversarial training, validation, and test sets. In addition, a larger num-

ber of adversarial training examples can be directed at more popular domains such as

https://www.bankofamerica.com that may be a target of attackers. We assume that inference

can be executed by the countermeasure system prior to the user visiting the unknown page.

This can be done by the email system at scale by evaluating multiple URLs in parallel. In

our evaluation, we found that URLTran requires 0.36096 milliseconds per URL on average

which is a reasonable amount of latency.

Adversarial Testing Data augmentation using invariants, contextual replacement, and

reward-based learning has been used to improve classifiers in the text domain (Kobayashi,

2018; Hu et al., 2019). These can be extended to augment data in the URL domain. Phishing

URL attacks can occur on short-lived domains and URLs which have small differences from

existing, legitimate domains. We simulate two attack scenarios by constructing examples of
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such adversaries based on modifying benign URLs. Note that these generated domains do

not actually exist in the pre-existing training and testing data, but are based upon frequently

observed phishing attack patterns. We also utilized a reordering-based augmentation, which

is used is used to generate benign perturbations for evaluating robustness of adversarially

trained models.

2.4.3.1 Homoglyph Attack

We generated domains that appear nearly identical to legitimate URLs by substituting

characters with other unicode characters that are similar in appearance. This attack strategy

is commonly referred to as a homoglyph attack (Gao et al., 2018; Yerima and Alzaylaee, 2020),

and we implement this strategy using the homoglyphs4 python library. In particular, given

a URL, we first extract the domain. For a randomly selected character in the domain, we

check for one unicode (utf-8) Latin or Cyrillic character that is a homoglyph for it. For each

perturbed URL, we selected a random character to perturb and generated the associated

URL, labeled as a phishing URL. We replaced the character by its homoglyph to construct a

new URL.

2.4.3.2 Compound Attack

An alternative way to construct new phishing URLs is by splitting domains into sub-

words (restricted to English) and then concatenating the sub-words with an intermediate

hyphen. For example, ‘bankofamerica.com’ → ‘bank-of-america.com’. To implement this,

we leveraged a popular dictionary used by multiple spell check programs, the enchant

dictionary5. Consider a URL with domain d having |d| = n characters. Let D denote the

enchant English dictionary. Let C(d, i, j) denote the function that returns True if d[i . . . j]

4https://pypi.org/project/homoglyphs/

5https://pypi.org/project/pyenchant/
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secure.bankofamerica.com/activate.go?type=credit&channel=desktop

secure.bankofamerica.com/activate.go?channel=desktop&type=credit

Figure 2.2: An example of parameter reordering

can be split into one or more parts, each of which is a word in the dictionary D. The

compound word problem can be formulated recursively as

C(d, i, j) =


True, d[i . . . j] ∈ D
True ∃k,C(d, i, k) and C(d, k + 1, j)

False otherwise
(2.4)

Using this recursive definition, we implemented a dynamic programming algorithm that can

compute whether a domain can be split and the corresponding splits. These splits are then

concatenated with hyphens between the discovered words. Note that the base case check

d[i . . . j] ∈ D is performed in a case insensitive manner to ensure that the dictionary checks

do not miss proper nouns.

2.4.3.3 Parameter Reordering

Forms of permutation=based denoising have shown improvements for langauge mod-

eling (Lewis et al., 2020) and machine translation (Lample et al., 2018). We adapt these

intuitions into the phishing URL domain. As the query parameters of a URL are interpreted

as a key-value dictionary, this augmentation incorporates permutation invariance. An exam-

ple of a URL and permutation is provided in Figure 2.2. We use this approach to generate

benign examples. Reordering the parameters still results in a valid URL, i.e., parameter

reordering does not represent a phishing attack, and therefore we do not modify the label.
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2.5 Evaluation

We now present the numerical evaluation of the different approaches presented in the

previous sections. Thereafter, we compare URLTran to several recently proposed baselines.

We also report the model’s training and inference times. Finally, we analyze the robustness

of the model adversarial test URLs.

Setup: In our experiments, we set the hyperparameters for previously published models

according to their settings in the original paper. For evaluating URLTranC , we vary the

number of layers between {3, 6, 12}, vary the number of tokens per input URL sequence

between {128, 256}. We use both a byte-level and character-level BPE tokenizer with 1K-

and 10K-sized vocabularies. We randomly pick 15 hyperparameter combinations among

these settings and present the results for these. The Adam optimizer (Kingma and Ba, 2014)

is used in both pre-training and fine-tuning, with the triangular scheduler (Smith, 2017) used

for fine-tuning. The hyperparameter settings for all models are provided in Section 2.6. All

training and inference experiments were conducted using PyTorch (Meta, 2016) version 1.2

with NVIDIA Cuda 10.0 and Python 3.6. The experiments were performed by extending

the HuggingFace and Fairseq PyTorch implementations found on GitHub (HuggingFace,

2019; Ott et al., 2019). Given the large class imbalance, accuracy is a poor metric of model

performance. To supplement accuracy, we evaluated all the models using the true positive

rate (TPR) at low false positive rate (FPR) thresholds. We used the receiver operating

characteristics (ROC) curve to compute this metric.

Baselines: To evaluate the performance of our models, we compared them to two baseline

phishing URL detection models: URLNet and Texception. URLNet (Le et al., 2018) is a

CNN-based model which was recently proposed for the task of detecting URLs which identify

malicious web sites. For comparison purposes, we trained and tested the URLNet model
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for the detection of phishing URLs. Texception (Tajaddodianfar et al., 2020) is another

deep learning URL detection model for the task of identifying phishing URLs. Note that

Tajaddodianfar et al. (2020) compared Texception to a Logistic Regression-based model and

found that Texception offered better performance. Thus, we did not repeat that baseline

experiment in this work.

2.5.1 End-to-end Training

Transformers typically require large amounts of pre-training data (e.g., BERT (Devlin

et al., 2019) used a corpus of ≈ 3.3 B tokens). However, this data is derived from text articles,

which are structured differently from URLs. We trained the URLTranC model based solely

on the URL data found in our datasets to compare the results of finetuning using BERT

(URLTranB) and RoBERTa (URLTranC) pretrained models to models pretrained only on

in-domain URL data. The difference in dataset size and data domain make it important to

understand the impact of different hyperparameters used when training transformers from

scratch. We compared runs across different hyperparameters on the basis of area under ROC

(AUROC) and TPR@0.01% FPR. Figure 2.3 demonstrates that the training is not very

sensitive to sequence length. Smaller byte-level vocabularies tend to be better overall, but at

low FPR, the difference is not significant. Finally, we found that the 3 layer model generalized

the best. We hypothesize that the better performance of the model with fewer layers is

because of limited pre-training data.In the next few sections, we validate this hypothesis by

evaluating fine-tuned model (URLTranB, URLTranR) that are tuned on a larger dataset.

2.5.2 Numerical Evaluation

Model Performance. We next analyzed the performance of the best parameters of all the

proposed transformer variants. To understand how these models compare at very low FPRs
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(a) Area under ROC vs hyperparameters

(b) TPR@FPR = 0.01% vs hyperparmeters

Figure 2.3: Variance in quality of URLTranC across different hyperparameter settings
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Figure 2.4: Receiver operating characteristic curve indicating the performance of the URLTran
and several baseline models zoomed into a maximum of 2% false positive rate.

Figure 2.5: Zoomed in receiver operating characteristic curve with a log x-axis.
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where detection thresholds must be set to operate in a production environment, we first

plotted the ROC curves on a linear x-axis zoomed into a 2% maximum FPR in Figure 2.4.

We also re-plot these ROC curves on a log x-axis in the semilog plot in Figure 2.5. These

results indicate that all variants of URLTran offer a significantly better true positive rate

over a wide range of extremely low FPRs. In particular, URLTran matches or exceeds the

TPR of URLNet for the FPR range of 0.001% - 0.75%. The result is very important because

phishing URL detection models must operate at very low FPRs (e.g., 0.01%) in order to

minimize the number of times the security service predicts that a benign URL is a phishing

site (i.e., a false positive). In practice, the browser manufacturer selects the desired FPR

and tries to develop new models which can increase the TPR for the selected FPR value.

Note that TPR@FPR is the standard metric commonly used both in production settings

and in prior art such as Texception and URLNet. In addition to the ROC curve analysis,

we also summarize a number of key performance metrics in Table 2.2, where ‘F1’ is the F1

score, and ‘AUC’ is the area under the model’s ROC curve. The proposed URLTran model

outperforms both Texception and URLNet for all of these metrics. In particular, we note

that at an FPR of 0.01%, URLTranB has a TPR of 86.80% compared to 71.20% for URLNet

and 52.15% for Texception.

Model Accuracy (%) Precision (%) Recall (%) TPR@FPR=0.01% F1 AUC

Texception 99.6594 99.7562 99.6594 52.1505 0.9969 0.9977
URLNet 99.4512 99.7157 99.4512 71.1965 0.9954 0.9988

URLTranC 99.5983 99.7615 99.5983 81.8577 0.9965 0.9992
URLTranR 99.6384 99.7688 99.6384 82.0636 0.9968 0.9992
URLTranB 99.6721 99.7845 99.6721 86.7994 0.9971 0.9993

Table 2.2: Comparison of different performance metrics for URLTran and the two baseline
models.
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Figure 2.6: ROC curve for URLTranB when under adversarial attack, and adversarial
robustness after augmented training

Training and Inference Times. The total time required to train the best URLTranB

model was 4:57:11 on an NVIDIA V100. Inference required 0:10::44 to complete for an

average of 0.36096 milliseconds per sample.

2.5.3 Adversarial Evaluation.

To understand URLTran’s robustness to adversarial attacks, we first compared the low

FPR regions of the ROC curve of the unprotected model tested with the original test

set to the test set which includes adversarial samples (AdvAttack) generated through the

methods described in Section 2.4.3 (Figure 2.6). There is a significant drop in performance

of URLTranB when attacked with adversarial URLs. As discussed previously (Section 2.4.3,

adversarial testing provides a mechanism to ensure that models can be made robust to

attacks that follow known threat models. We test this hypothesis by considering the scenario
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Parameter Value

max_len_words 200
max_len_chars 1000
max_len_subwords 20
min_word_freq 1
dev_pct 0.001
delimit_mode 1
emb_dim 32
filter_sizes [3,4,5,6]
default_emb_mode char + wordCNN
nb_epochs 5
train_batch_size 128
train_l2_reg_lambda 0.0
train_lr 0.001

Table 2.3: Hyperparameters used for URLNet.

where attack strategies are incorporated into the training data (AdvTraining). On the

addition of adversarial attack patterns to the training, the model is able to the adapt to

novel attacks, and even exceeded the performance of the non-adversarially trained version

of URLTran. These results demonstrate that creating adversarial can help models such as

URLTran adapt to unseen attacks. Further, as new attack strategies are recognized (e.g.,

alternative homoglyph), a robust version of URLTran can be trained to recognize similar

patterns in unseen test data.

2.6 Hyperparameter Settings

For replicability, this sectino provides the hyperparameter settings for the three variants

of the proposed URLTran model as well as those for two baseline models. Tables 2.3 and 2.4

list the hyperparameters for the URLNet and Texception models that we use as baselines

in our study. The hyperparameter settings for the best performing URLTranB model are

provided in Table 2.5. In addition, the best hyperparameter settings for the URLTranR and

URLTranC are given in Tables 2.6 and 2.7, respectively.
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Parameter Value

Characters
Branch

embedding dimension 32
number of blocks 1
block filters [2,3,4,5]
Adaptive MaxPool output 32,32
maximum characters 1000

Words
Branch

embedding dimension 32
number of blocks 1
block filters [1,3,5]
Adaptive MaxPool output 32,16
maximum words 50

FastText
Model

minimum words to include 50
vocabulary size 120000
window size 7
n-grams 2-6
embedding dimension 32
epochs trained 30

Table 2.4: Hyperparameters used for Texception.

Parameter Value

attention probs dropout prob 0.1
hidden act gelu
hidden dropout prob 0.1
hidden size 768
initializer range 0.02
intermediate size 3072
layer norm eps 1e-12
max position embeddings 512
num attention heads 12
num hidden layers 12
type vocab size 2
vocab size 30522
bert model bert-base-uncased
max seq length 128
train batch size 32
learning rate 2e-5
num train epochs 10

Table 2.5: Hyperparameters used for training the proposed Huggingface-based URLTranB
model.
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Parameter Value

Number of Layers 12
Hidden size 768
FFN inner hidden size 3072
Attention heads 12
Attention head size 64
Dropout 0.1
Attention Dropout 0.1
Warmup Steps 508
Peak Learning Rate 1e-4
Batch Size 2k
Max Epochs 10
Learning Rate Decay Linear
Adam ϵ 1e-6
Adam β1 0.9
Adam β2 0.98
Gradient Clipping 0.0
Tokens per sample 256

Table 2.6: Hyperparameters used for fine-tuning the proposed Fairseq-based URLTranR
model.

Parameter Value

Number of Layers 3
Hidden size 768
FFN inner hidden size 3072
Attention heads 12
Attention head size 64
Dropout 0.1
Attention Dropout 0.1
Tokens per sample 128
Peak Learning Rate 1e-4
Batch Size 2k
Tokenizer Type Byte BPE
Weight Decay 0.01
Max Epochs 30

Learning Rate Decay reduce
on plateau

LR Shrink 0.5
Adam ϵ 1e-6
Adam β1 0.9
Adam β2 0.98
Gradient Clipping 0.0
Learning Rate 1e-4
vocab size 10000

Parameter Value

Learning Rate 1e-4
Batch Size 2k
Max Epochs 10
Learning LinearRate Decay
Warmup ratio 0.06

Table 2.7: Hyperparameters used for pre-training (left) and fine-tuning (right) the proposed
URLTranC model.
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2.7 Conclusion

This work focused on the pre-deplyment stage for building more adaptive models by

incorporating adversarial testing. We have proposed a new transformer-based system called

URLTran whose goal is to predict the label of an unknown URL one which either references a

phishing or a benign web page. Transformers have demonstrated state-of-the-art performance

in many natural language processing tasks, and the secnd objective of this work is to

understand if these methods can also work well in the cybersecurity domain. We demonstrated

that transformers which are fine-tuned using standard BERT tasks and a BPE tokenizer

also work remarkably well for the task of predicting phishing URLs. Results indicate that

URLTran was able to significantly outperform recent baselines, particularly over a wide range

of very low false positive rates. We also demonstrated that transformers can be made robust

to novel attacks under specific threat models when we adversarially augment the training

data used for training them.
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Chapter 3: Auditing Fairness Online through Iterative Refinement

Machine learning algorithms are increasingly being deployed for high-stakes scenarios.

A sizeable proportion of currently deployed models make their decisions in a black-box

manner. Such decision-making procedures are susceptible to intrinsic biases, which has led

to a call for accountability in deployed decision systems. In this work, we focus on user-

specified accountability of decision-making processes of black box systems. Previous work has

formulated this problem as run time fairness monitoring over decision functions. However,

formulating appropriate specifications for situation-appropriate fairness metrics is challenging.

We construct AVOIR, an automated inference-based optimization system that improves

bounds for and generalizes prior work across a wide range of fairness metrics. AVOIR offers an

interactive and iterative process for exploring fairness violations aligned with governance and

regulatory requirements. Our bounds improve over previous probabilistic guarantees for such

fairness grammars in online settings. We also construct a novel visualization mechanism that

can be used to investigate the context of reported fairness violations and guide users toward

meaningful and compliant fairness specifications. We then conduct case studies with fairness

metrics on three different datasets and demonstrate how the visualization and improved

optimization can detect fairness violations more efficiently and alleviate the issues with faulty

fairness metric design. A part of this work was included in a conference paper (Maneriker

et al., 2023a) presented at SIGKDD 2023, and the details of the implementation of AVOIR
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were included in a poster presented at the OSU TDAI Interdisciplinary Research Fall Forum

2023.

3.1 Introduction

Advanced analytics and artificial intelligence (AI), along with its many benefits, pose

significant threats to individuals and the broader society. Hirsch et al. (2020) identify invasion

of privacy; manipulation of vulnerabilities; bias against protected classes; increased power

imbalances; error; opacity and procedural unfairness; displacement of labor; pressure to

conform, and intentional and harmful use as some of the key areas of concern. A core part

of the solution to mitigate such risks is the need to make organizations accountable and

ensure that the data they leverage and the models they build and use are both inclusive of

marginalized groups and resilient against societal bias. Deployed AI and analytic systems are

complex multi-step processes that can incorporate several sources of risk at each step. At each

of these stages, determining accountability in the decision-making of AI processes requires

a determination of who is accountable, for what, to whom, and under what circumstances

(Nissenbaum, 1996; Cooper et al., 2022). A more comprehensive overview of the mechanisms

that can support accountability for the different stages of machine learning system design can

be found in the work of Cooper et al. (2022). Our analysis centers on auditing fairness claims

of mathematical guarantees associated with automated, black-box decision-making processes.

Governments worldwide are wrestling with different implementations of auditing regulations

and practices to increase the accountability of decision processes. Recent examples include

the New York City auditing requirements for AI hiring tools (Vanderford, 2022), European

data regulation (GDPR (Parliament, 2018)), accountability bills (Congress, 2023; Office

and Data, 2021) and judicial reports (Justice Srikrishna, 2018). These societal forces have
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led to the emergence of checklists (Mitchell et al., 2019; Sokol and Flach, 2020), metrics

of fairness (Verma and Rubin, 2018), and recently, algorithms and systems that observe

and audit the behavior of AI algorithms. Such ideas date back to the 1950s (Moore, 1956).

However, research has been sporadic until very recently, with the widespread use of AI-based

decision-making giving rise to the vision of algorithmic auditing (Galdon Clavell et al., 2020).

In this work, we present a framework called AVOIR6, for auditing and verifying fairness online.

AVOIR builds upon the ideas on distributional probabilistic fairness guarantees (Albarghouthi

and Vinitsky, 2019; Bastani et al., 2019), generalizing them to real-world data.

3.2 Background and Key Contributions

Fairness criteria quantify the relationship between the outcome metric across multiple

subgroups or similar individuals in the population. Formal definitions of fairness focus

on observational criteria, i.e., those that can be written down as a probability statement

involving the joint distribution of the features, sensitive attributes, decision-making function,

and actual outcome. Consider a decision-making function that claims to satisfy certain

fairness guarantees. In our setup, auditing a claim about a fairness guarantee would involve

quantifying the probability of claim violations. Given a particular failure probability ∆ and

a stream of data . . . , (Xt, Yt), . . . over time steps t at run time, a fairness claim ψ would be

considered valid if Pr[∀t ≥ 1, ψ] ≥ 1−∆. Assuming that the data is sampled from a fixed,

possibly unknown distribution pdata, a common strategy to test the validity of a claim is

to use hypothesis testing with a predetermined sample size m. However, it is impossible

to know a priori whether m will be large enough to verify this hypothesis (Waudby-Smith

et al., 2021), and peeking at the data to determine the sample size would be considered

6AVOIR in French means “to have”, and this acronym reflects both our aspirational goal to achieve
fairness in advanced analytics and AI but also reflects what is currently verifiable given a dataset, a model,
and a fairness specification.
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‘p-hacking.’ Collecting labeled data for fairness-related applications is expensive (Ji et al.,

2020); therefore, it is essential to ensure that a monitoring system used for auditing the

fairness claim can adaptively and continuously update its estimates of the probability of

validity. We consider a claim as invalid if Pr[∀t ≥ 1,¬ψ] ≥ 1−∆, where ¬ denotes negation.

Another desirable feature in the auditing system would be a finite-horizon stopping rule that

should be able to decide the validity/invalidity of a claim, given sufficient data.

We show that the framework of confidence sequences/sets (Howard et al., 2021) provides

a mechanism for building confidence intervals for inference in sequential experiments with

nonasymptotic (i.e., always valid for t ≥ 1) intervals that approach zero width, ensuring that

a stopping rule would have a finite termination. We would also like to be able to localize

and diagnose terms within a fairness metric that leads to the inference of a negated claim.

For example, suppose r ∈ {0, 1} denotes the return value of a binary decision function (say,

job candidate selection), and s is an indicator denoting whether a candidate belongs to a

minority population. The 80%-rule for disparate impact (EEOC, 1979; Feldman et al., 2015)

is a fairness criterion which states that

Pr[r = 1|s]
Pr[r = 1|¬s] ≥ 0.8

Assuming that a confidence sequence approach leads to the inference of a negated claim

(invalid) for disparate impact, a diagnosis would determine whether the numerator or

denominator in the criterion lead to the invalidity. AVOIR uses an inference framework that

builds upon distributional guarantees for each term within the criterion, which can help

with such a diagnosis. Further, overall uncertainty can be guaranteed across multiple groups

by balancing it across subexpressions with differences in the number of observed samples.

For example, consider Bernoulli r.vs7 X1,2 for which we derive concentration guarantees

7random variables
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Figure 3.1: Failure probability δ of a Bernoulli r.v. vs concentrated around mean ε for
different n. At the same concentration, lower failure probability for the majority class (greater
n). H = (online) Hoeffding, AH = Adaptive Hoeffding.

Pr[|E[Xi] − E[Xi]| ≥ ϵi] ≤ δi after ti observations. Here, E[X] refers to the population

mean, E[X] refers to an empirical mean based on observations of X, and ϵ, δ > 0 are the

concentration level and failure probability, respectively. From the Hoeffding inequality,

δ = 2e−2tϵ2 . We can claim tighter bounds for X2 if t2 > t1 as the failure probability δ is

lower at the same concentration ϵ. That is, ε1 = ε2, t2 > t1 ⇒ δ1 > δ2. Varying ϵ across

subexpressions to minimize the overall (union bounded) δ = δ1+ δ2 allows an earlier stopping

time for a valid/invalid claim, i.e., fewer iterations and fewer data samples. Adaptive versions

of these inequalities also have similar patterns (see Figure 3.1).

Consider R, a Bernoulli r.v corresponding to the output of a binary decision function, with

s being an indicator of class membership. Let X = r∨s and Y = r∨¬s be r.vs corresponding

to a favorable decision for the majority and minority classes, respectively. Suppose we aim to
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Symbol Description

∆ Overall failure probability for a specificaiton
Xi Bernoulli random variable for itg tern
E[X] Empirical estimate of expectation E[X]
t No. of observed samples

E[Xi]t Empirical estimate after t steos
δi Failure probability 0 ≤ δi ≤ 1 corresponding to Xi

εi Concetration bound for |E[Xi]− E[Xi]| ≤ εi
ϕX Concentration bound for empirical estimate of E[X]
ψ Fairness specification
r,R Return value of the function being monitored
y, Y True label
s, S Indicator for group membership
c Constant ∈ R
C A set of constraints

Table 3.1: The AVOIR symbol descriptions table.

estimate a criterion ψ :=E[X]− E[Y ] < ϵT Previous work on inference from distributional

guarantees (Albarghouthi and Vinitsky, 2019; Bastani et al., 2019) assumes equal failure

probability across all groups, i.e., the assumption Aδ := δ1 = δ2. Suppose we want the upper

bound of the failure probability ∆ = 0.1 for the specified criterion. Consider a nX , nY

observations for X,Y such that E[X] = 0.8, nX = 1550 and E[Y ] = 0.5, nY = 310. Figure 3.2

shows that no solution is feasible for the optimization problem with Aδ. However, AVOIR

can find a solution. For the optimal solution, δ2 ≈ 2.35δ1, which aligns with our intuition

about allocating higher failure probability to terms with the majority of observations. The

optimization problem inferred by AVOIR:

min
δX ,δY

δX + δY

s.t. ϵX + ϵY ≤ E[X]− E[Y ]− ϵT
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Figure 3.2: AVOIR finds a solution for a theoretical scenario with δ1+δ2 ≤ ∆ under constraint
ϵ1 + ϵ2 ≤ ϵT . No solution exists with additional constraint Aδ : δX = δY = ∆/2 - common
assumption in prior work.
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3.3 AVOIR Framework

3.3.1 Definitions

AVOIR supports implementing an extensive range of group fairness criteria, includ-

ing demographic parity (Calders et al., 2009), equal opportunity (Hardt et al., 2016),

disparate mistreatment (Zafar et al., 2017), and combinations of these criteria. For in-

stance the above 80%-rule is E[r|S==s]/E[r|S!=s] > 0.8 in AVOIR’s DSL8. Here, the term

E[r|S==s]/E[r|S!=s] is a subexpression of the specification. The smallest units involving

an expectation (e.g., E[r|S!=s]) are denoted as elementary subexpressions. We focus on

fairness criteria that can be expressed using Bernoulli r.v. as it allows the simplification of

probabilities into expectation, as Pr[r = 1] = E[r] (hereafter, used interchangably). Our

algorithm uses adaptive concentration sets (Zhao et al., 2016; Howard et al., 2021) to build

estimates for elementary subexpressions and then derive the estimates for expressions that

combine them. A combination of multiple such elementary expressions is denoted as a

compound expression. We aim to derive statistical guarantees about fairness criteria based

on estimates from observed inputs and outputs. For example, let X be an observed Bernoulli

r.v, then an assertion ϕX = (E[X], ϵ, δ) over X, corresponds to an estimate satisfying

ϕX :=Pr[|E[X] − E[X]| ≥ ϵ] ≤ δ where E[X] denotes an empirical estimate of E[X]. We

then use assertions ϕX , ϕY to assert claims for expressions involving X,Y . For example,

for the 80%-rule, assertions over E[X]/E[Y ]. A specification involves either a comparison

of expressions with constants (e.g., E[X]/E[Y ] > 0.8) or combinations of multiple such

comparisons. Such a specification may be True (T ) or False (F ) with some probability. For

a given specification ψ, we denote the claim that P [ψ = F ] ≥ 1−∆ as ψ : (F,∆), where ∆

denotes the failure probability of a guarantee. Given a stream of observations and outcomes

8Domain Specific Language
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⟨spec⟩ ::= ⟨ETerm⟩ ⟨comp-op⟩ c
| ⟨spec⟩ ∧ ⟨spec⟩
| ⟨spec⟩ ∨ ⟨spec⟩

⟨ETerm⟩ ::= E[⟨E⟩]
| E[⟨E⟩, given=⟨E⟩]
| c ∈ R
| ⟨ETerm⟩ {+,−,×,÷} ⟨ETerm⟩

Figure 3.3: Grammar for specification. ⟨E⟩ refers to expressions of r.vs and ⟨comp− op⟩ =
comparison operator ∈ {>,<,=, ̸=}.

from the decision functions, and a specified threshold probability ∆, we will continue to refine

the estimate for a given specification until we reach the threshold. Specifications involving

variables that take more than two values can be implemented using transformations and

boolean operators (examples in Appendix 3.D).

3.3.2 Language Specification

We describe AVOIR’s DSL used for specifying fairness metrics (Figure 3.3). We focus on

binary decision-making functions; Bernoulli r.v.s can characterize their outputs. Consider a

decision function f : X → {0, 1}, where X = (X1, . . . , Xk) denotes a real-valued input vector.

We use R = f(X) to simplify the remainder of the definitions. The grammar can be used to

construct Bernoulli r.vs to support expressions beyond those that produce binary outputs.

For example, a ν-threshold based real-valued output, R′ = (R > ν) and a multi-class output,

for class j, R′ = (R == j) correspond to Bernoulli r.vs. Expressions involving R and Xi

act as the arguments <E> to construct an <ETerm>. For example, E[R > 0|X1 +X2 > a].

c terms represent constant real values used as bounds for specifications. We modified the

grammar from prior work to include two additional operations. First, we added a given

argument to E, which allows a user to specify conditional probabilities directly, in contrast
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to specifying it as a ratio of joint/marginal probabilities.

E(A ∨ (B = b))

E(B = b)
→ E(A, given = (B = b))

which is used to represent E[A|B = b], simplifying expressions for group fairness specification.

Additionally, we add comparison operators, which further simplify the process of writing

specifications.

3.3.3 Propagating Bounds

Generating the bounds for a specification requires propagating them from elementary

subexpressions. Assuming that observed values for each <E> correspond to an underlying

random variable X, a probabilistic guarantee ϕX for an elementary subexpression consists

of an empirical estimate E[X], a concentration bound ϵX , and a failure probability δX ,

such that Pr[|E[X] − E[X]| ≥ ϵX ] ≤ δX . For compound expressions, we must infer the

implied guarantees that can be inferred with corresponding constraints. Each inference rule

corresponds to a derivation in the DSL grammar. Inference rules have preconditions and

postconditions that are in the form:

⋃ {r|r ∈ {ϕ, ψ,C}}⋃ {s|s ∈ {ϕ, ψ,C}}
where ϕ denotes a claim for a subexpression, ψ for a <spec>.For example, consider the

sum/difference rule. Starting with the assumptions ϕX :=(E[X], ϵX , δX), ϕY :=(E[Y ], ϵY , δY ).

Then we have

|E[X]± E[Y ]− (E[X]± E[Y ])|

≤ |E[X]− E[X]|+ |E[Y ]− E[Y ]|

≤ ϵX + ϵY
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i.e., ϕX , ϕY ⇒ X ± Y :
(
E[X]± E[Y ], ϵX + ϵY , δX + δY

)
. Inference rules may require

constraints, for e.g., assume ϕX :=(E[X], ϵX , δX), E[X] > c. Then we have Pr[E[X] <

E[X]− ϵX ] > 1− δ If we add the constraint that E[X]− ϵX ≥ c, we have Pr[X < c] > 1− δ,

thus,

ϕX ⇒ ψ :=X > c : (T, δX)

under the constraint {E[X]− ϵX ≥ c}

The complete set of inference rules required for the DSL is provided in the appendix

(Figure 3.A.1). The implementation in AVOIR follows these rules but could be extended to

other rule inference templates that support the DSL. Note that these rules extend the ones

implemented by VF (Bastani et al., 2019) with constraints that enable the optimizations

required in AVOIR.

3.3.4 Optimizing Bounds

3.3.4.1 AVOIR Algorithm

The pseudocode for the optimization procedure in AVOIR is described in Algorithm 1.

The input to the algorithm is the reporting threshold probability ∆ and a specification ψ.

We then infer a symbolic optimization problem corresponding to the bounds and failure

probabilities of the elementary subexpressions. At each step, the OBSERVE(X) function is

called with the new observation of every elementary subexpression and output. The empirical

running means and counts of observations are updated. The final optimization problem OPT

corresponding to each specification is a nonlinear constrained optimization problem. If a

solution is successfully found for OPT, the algorithm terminates, and the estimate for the

specification has reached the required threshold. If no solution is found, the estimates will be

updated with δi = ∆ for each elementary subexpression. The intuition behind the algorithm
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Algorithm 1 AVOIR Algorithm
Require: ∆, ψ ▷ ∆, Specification
Ensure: Ts time step when the value of ψ can be guaranteed with probability ≥ 1−∆
1: for Xi ∈ ψ do
2: δXi

= ∆ ▷ Set initial value ∀i
3: SXi = 0 ▷ Sum of observations
4: nXi = 0 ▷ Number of observations
5: end for
6: T = 0 ▷ Time step
7: Initialize OPTψ ▷ Initialize Optimization Problem (Fig. 3.A.1)
8: procedure Observe(X)
9: for Xi ∈ X do

10: SXi = SXi +Xi

11: nXi
= nXi

+ 1
12: E[Xi] = SXi

/nXi

13: Initialize δXi
as a symbolic variable

14: Assign ϵ(δXi
, nXi

) symbolic variable
15: end for
16: Propagate δXi using the inference rules
17: Initialize constraints gK in OPTψ using the computed values
18: δ∗T = Solve(OPTψ)
19: if δ∗T ≤ ∆ then
20: δXi

= δ∗T [Xi]
21: return Ts = T
22: end if
23: T = T + 1
24: end procedure

52



is to use a confidence sequence corresponding to the estimates of elementary subexpressions

at each time step. The inferred OPT has the form

min
0≤δi≤1

n∑
i=1

δi

s.t. gk(δ1,...,n,E[X1], . . . ,E[Xn]) ≤ ϵk
(3.1)

where gk, ϵk are the functions/bounds derived using the transformations carried out through

the inference rules (Appendix 3.A.2).

Definition 1. For δ ∈ [0, 1], a 1− δ confidence sequence is a sequence of confidence sets,

usually intervals (CIt)
∞
t=1,, CIt :=(Lt,Rt) ⊆ R satisfying a uniform convergence guarantee.

After observing the tth unit, we calculate an updated confidence set CIt for an unknown

quantity θt with the coverage property Pr(∀t ≥ 1, θt : θt ∈ CIt) ≥ 1− δ (Howard et al., 2021).

In this paper, we focus on the mean of r.v.s E[X] that constitute estimates for elementary

subexpressions as the quantities of interest. We use adaptive concentration inequalities to

construct these confidence sequences. Any adaptive concentration inequality that can be

applied to an r.v. X ∈ {0, 1} such that

Pr[|Et[X]− E[X]| ≥ ϵ(t, δ)] ≤ δ (3.2)

can be used in AVOIR. Here, Et[X] is the empirical estimate of E[X] after the tth observation.

For comparison with previous work (e.g., VF), we use the Adaptive Hoeffding Inequality

AINH (Zhao et al., 2016).

Theorem 1 (AINH). Given a Bernoulli random variable X with distribution PX . Let

{Xi ∼ PX}, i ∈ N be i.i.d samples of X. Let

Et[X] =
1

t

t∑
i=1

Xi.
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Let T be a r.v on N ∪ {∞} such that Pr[T <∞] = 1, and let

ϵ(δ, t) =

√(
3

5
log (log1.1 t+ 1) +

5

9
log (24/δ)

)/
t

Then, for any δ ∈ R+, we have

Pr[|ET [X]− E[X]| ≤ ϵ(δ, T )|] ≥ 1− δ.

We will generate estimates using AINH and Corollary 4.1 for elementary subexpres-

sions that are valid nonasymptotically (i.e., ∀t > 1) and then expand this to compound

subexpressions.

Theorem 2. The sequences of estimates generated by AVOIR form a confidence set.

The intuition for the proof is as follows: first, for elementary subexpression X, let the

failure probability at the stopping time be δ∗X . From equation 3.1, we can show that ∆ ≥ δ∗X .

Further, ϵ(δ, t) is monotonically decreasing in δ. Thus, setting δX(t) = ∆ as per Algorithm 1

before stopping time will ensure that the estimated confidence intervals before the stopping

time corresponding to each time step for X would be a subset of the optimized values,

(
E[X]t ± ϵ(δ∗X , t)

)
⊆
(
E[X]t ± ϵ(∆, t)

)
where (µ± σ) = (µ− σ, µ+ σ). Next, for compound subexpressions and specifications, the

correctness of the inference rules used for propagating bounds (Figure 3.A.1) can be used to

prove that the confidence sequence is valid nonasymptotically. We now proceed with the

detailed proof. First, we assume the existence of a confidence sequence for the mean of each

elementary subexpression (e.g., using Theorem 1). That is, we need an AIN for ϵ(t, δ) such

that

Pr[∀t ≥ 1, |Et[X]− E[X]| ≤ ϵ(t, δX)] ≥ 1− δX . (3.3)
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We assume ε(t, δ) to be monotonically non-increasing in δ and n. We expect this to be

the case for most AIN, since increasing the number of observations of increasing the failure

threshold should allow for additional concentration around the mean (e.g., this holds for

AINH) Second, we assume that except in degenerate cases, AVOIR terminates at finite

stopping time T (termination criteria in Corollary 3.2, Appendix).

Proof. Elementary subexpressions: Consider a specification ψ consisting of elementary

subexpressions X1, . . . , Xn. At stopping time, let ϕTXi
:=(ET [Xi], ϵ(T , δXi), δXi) be the

stopping time estimates. Then, from the termination criterion, a solution to the optimization

problem OPT exists, i.e,

∆ ≥
∑
i

δXi (3.4)

The sequence of bounds claimed by AVOIR are

ϵXi(t) =

{
ϵ(∆, t), t < T ,
ϵ(δXi , t), t ≥ T

(3.5)

From equation 3.4 and since δi ∈ [0, 1] we have ∆ ≥ δXi . From the non-decreasing

behavior of AIN

ε(∆, t) ≤ ε(δi, t) (3.6)

Now

Pr[∀t ≥ 1, |Et[Xi]− E[Xi]| ≤ ϵXi(t)]

= 1− Pr[∃t ≥ 1, |Et[Xi]− E[Xi]| > ϵXi(t)]

= 1− Pr

⋃
t≥1

{
|Et[Xi]− E[Xi]| > ϵXi(t)

}
= 1− Pr

[T −1⋃
t=1

{
|Et[Xi]− E[Xi]| > ϵXi(t)

}
∪

⋃
t≥T

{
|Et[Xi]− E[Xi]| > ϵXi(t)

} (∪ associativity)
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= 1− Pr

[T −1⋃
t=1

{
|Et[Xi]− E[Xi]| > ϵ(δXi , t)

∪ |Et[Xi]− E[Xi]| ∈ (ϵ(∆, t), ϵ(δXi , t)]
}
∪⋃

t≥T

{
|Et[Xi]− E[Xi]| > ϵ(δXi , t)

} (Using 3.5, 3.6)

= 1− Pr

[T −1⋃
t=1

{
|Et[Xi]− E[Xi]| ∈

(ϵ(∆, t), ϵ(δXi , t)]
}
∪⋃

t≥1

{
|Et[Xi]− E[Xi]| > ϵ(δXi , t)

} (Rearranging)

≥ 1− Pr

⋃
t≥1

{
|Et[Xi]− E[Xi]| > ϵ(δXi , t)

}
= 1− Pr

[
∃t ≥ 1, |Et[Xi]− E[Xi]| > ϵ(δXi , t)

]
≥ 1− δXi

where the last step follows from the definition of the AIN used. Thus, ϵXi(t) defines a

1− δXi confidence sequence for E[Xi].

Compound subexpressions: Consider a non-specification compound (<ETerm>) Cj consisting

of elementary subexpressions with indices Cj = {{j1, j2, . . . , jM}} as the decision r.v.s, i.e,

Xj1 . . . , XjM . Note that Cj is a multiset as the same expression could occur multiple times

within Cj . At stopping time T ,

ϕTCj
: (ET [Cj ], δCj , εCj ) (3.7)

where ET [Cj ], δCj , εCj are the corresponding values computed through the inference rules.

In general, we denote by

Et[Cj ], δCj (t), εCj (t) = INFER(ϕtXj1
, . . . , ϕtXjM

) (3.8)
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the values inferred at t, using the inference rules INFER. Now,

Pr[∃t ≥ 1, |E[Cj ]− E[Cj ]| > εCj (t)]

≤ Pr

[
M⋃
i=1

∃t ≥ 1,¬ϕtXji

]
(eq. 3.8)

≤
∑
i∈Cj

Pr
[
∃t ≥ 1,¬ϕtXji

]
(union bound)

=
∑
i∈Cj

Pr
[
∃t ≥ 1, |Et[Xji ]− Et[Xji | > ϵXji

(t)
]

(definition of ϕtXji
)

≤
∑
i∈Cj

δXji
(elementary subexpressions)

≤ δCj (eq. 3.8 at t = T )

Therefore εCj (t) defines a 1 − δCj confidence sequence for E[Cj ] A similar proof can be

constructed for any <spec> (section 3.B.1).

Corollary 2.1. The estimates for the overall specification ψ form a confidence sequence

which staisfies ψ : (b,∆), b ∈ {T, F} at T .

Proof. We initialize the main specification with the required failure probability ∆. At

termination,
∑
δi ≤ ∆. From Theorem 2, we can infer that the confidence sequence

corresponding to the termination achieves the threshold ∆, as required.

3.3.4.2 Improvements over Baseline

In all prior work (Albarghouthi et al., 2017; Albarghouthi and Vinitsky, 2019; Bastani

et al., 2019), δi for each elementary subexpressions is set to ∆/n, where n is the number

of elementary subexpressions in the specification. This simplification uses the assumption

Aδ := δi = δj ∀i, j for elementary subexpressions. As we do not make this assumption, we

can prove the following critical theorem (note, Corollary 3.2 describes the conditions required

for finite stopping).
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Definition 2. We define the specification stopping time T for a confidence sequence as

the smallest t such that given a threshold ∆ and a specification ψ, an inference algorithm

terminates with Pr[∀t ≥ 1, ψt = ψ̂T ] ≥ 1−∆, where ψ̂T is the estimate of ψ at T .

Theorem 3. Given a threshold probability ∆ for a specification ψ, let the stopping time for

AVOIR be T and the stopping time with the Aδ assumption be T +. Then T ≤ T +

Proof. Under Aδ, at the stopping time T +, δ+i = ∆/n, with
n∑
i=1

δ+i = ∆. As δ+i are

propagated using INFER (without constraint rules), we know that they must satisfy the

constraints of the optimization problem in eq. 3.1. At time T + AVOIR would find solution

δ∗i such that minimizes
n∑
i=1

δi.

n∑
i=1

δ∗i ≤
n∑
i=1

δ+i = ∆

Thus, AVOIR would have terminated by step T +, but may find a feasible solution at an

earlier step, i.e., T ≤ T +.

3.3.5 Implementation Details

We built a Python library to create specifications as a decorator over decision functions.

New input/output observations are monitored to update all the terms in a specification.

Inference for evaluating the value and bounds is carried out via operator overloading.In

line with previous work (Albarghouthi et al., 2017; Bastani et al., 2019; Albarghouthi and

Vinitsky, 2019) on distributional verification, we use rejection sampling for conditional

probability estimation. We use the COIN-OR implementation of IPOPT (Wächter and

Biegler, 2006), accessed through the Pyomo (Hart et al., 2011) interface for optimization.

Code for reproducing this work is available at https://github.com/pranavmaneriker/AVOIR.
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3.4 Evaluation

In this section, we evaluate AVOIR.variants through three real-world case studies. Direct

comparisons with existing work are impossible since no other work (to our knowledge)

facilitates a general-purpose inference engine for online fairness auditing using arbitrary

measures. We can, however, implement VF’s (Bastani et al., 2019) inference rules within

AVOIR (denoted as AVOIR-VF). Note that AVOIR-VF sidesteps the assumptions of having

a known data-generating distribution (made possible by AVOIR’s reliance on confidence

sets), making this variation a more practical and efficient algorithm. We denote AVOIR-OB

as the implementation that utilizes the abovementioned optimizations. Across the studies,

the role of chosen threshold probabilities is similar to that of p-values in statistics. Typical

p-values tend to be 0.05 and 0.1, which we demonstrate in the RateMyProfs and COMPAS

risk assessment study. In our case study of prior work (Angwin et al., 2016), we stick to the

available definitions and thresholds used in the original analysis. We expect that regulators

will set the threshold probabilities on a case-by-case basis, e.g„ 0.15 for illustration purposes

in the adult income study.

3.4.1 Rate My Profs

This section provides a detailed black-box machine learning model-based case study on a

real-world dataset. This case study uses the Rate My Professors (RMP) dataset (Keymanesh

et al., 2021). This dataset includes professor names and reviews for them written by students

in their classes, ratings, and certain self-reported attributes of the reviewer. Ratings are

provided on a five-point scale (1-5 stars). We use the preprocessing described in (Keymanesh

et al., 2021) to infer the gender attribute for the professors. This dataset is divided into an

80-20 split (train-test). We then train a BERT-based transformer model (Devlin et al., 2019)
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Figure 3.4: Bounds for first half of a gender-fairness specification generated by AVOIR-OB
and AVOIR-VF for RateMyProfs, a real-world dataset. Vertical lines show the step at which
the methods can provide a guarantee of failure for the upper bounds with ∆ <= 0.05. Blue
horizontal line represents the constant term in the inequality.

on the training split. We use the implementation from the simpletransformers9 package. The

loss function chosen is the mean-squared error from the true ratings. On the test set, we

track a gender-fairness specification in the model outputs:

(E[r > 3 | gender = F] / E[r > 3 | gender = M < 1.2) &
(E[r > 3 | gender = M)] / E[r > 3 | gender = F] > 0.8)

We set the failure probability ∆ = 0.05. OPT is run after each batch (5 items/batch).

Figure 3.4 shows that AVOIR-OB10 can provide a guarantee in 2.5% fewer iterations than

AVOIR-VF. Note also that the OB guarantee provided tries to optimize for the failure

probability while staying under the required threshold, remaining closer to the required

threshold in subsequent steps.

9https://simpletransformers.ai/

10OB = Optimized Bounds
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3.4.2 Adult Income

In this case study, we analyze the Adult income dataset (Kohavi, 1996). The historical

dataset labels individuals from the 1994 census as having a high-income (> 50k a year) or not

(≤ 50k a year). We consider this column of data as a black-box measurement. US Federal

laws mandate against race and sex-based discrimination. Thus, the specification we start our

analysis with is a group fairness property for federal employees that monitors the difference

of the proportions of individuals with sex marked male vs. female with a high income should

be less than 0.5. In addition, we ensure that the difference between individuals with race

marked white and non-white should have a difference of less than 0.5. Thus, we use an

intersectional fairness criterion. The associated specification is given below, where h is an

indicator for whether an individual is high-income is the binary classification output of our

model:
(E[h | sex=M] − E[h | sex=F] < 0.5) & \
(E[h | race=W] − E[h | race!=W] < 0.5)

In this example, we set the failure threshold probability ∆ = 0.15 When run with this

specification, the generated bounds cannot be achieved with the available data. We can then

use the iterative refinement associated with subexpressions to analyze different components

of the specification. The plot corresponding to the left subexpression is shown in Figure 3.5a

shows that guarantees cannot converge under the threshold with the given number of data

samples. An auditor can now choose to either reduce the guarantee (i.e. increase ∆) or

increase the threshold. Next, analyzing the right subexpression, the race group fairness

term can be guaranteed to be under the threshold (Figure 3.5b). Using this information, an

auditor can make a decision to increase the threshold on the group fairness term for sex. As

a hypothetical, suppose they increase it from 0.5 to 0.55 and rerun the analysis. OB can

provide a guarantee at this threshold within 870 steps, whereas VF can provide it at 960
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(a) Group fairness for sex. Difference in ratio of high income
(left subexpression).

(b) Group fairness for race. Difference in ratio of high-income
earners (right subexpression).

Figure 3.5: (Top) Red dotted lines, the upper bounds of the value cannot be guaranteed to
be under the threshold at the specified failure probability. (Bottom) Guarantee possible with
given data. Green lines represent the constant term, and dark blue is the empirical mean.
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steps, demonstrating a relative improvement of about 10.35%. Additionally, the optimal ∆

split across the terms is ≈ (0.135, 0.36 ∗ 104), which is far from the equal split allocated by

VF. The reason for this split is that increasing the threshold for the first time provides the

optimizer with additional legroom to better distribute the failure probabilities between the

two terms.

3.4.3 COMPAS Risk Assessment

The Correctional Offender Management Profiling for Alternative Sanctions (COMPAS)

recidivism risk score data is a popular dataset for assessing machine bias of commercial tools

used to assess a criminal defendant’s likelihood to re-offend. The data is based on recidivism

(re-offending) scores derived from software released by Northpointe and widely used across the

United States for making sentencing decisions. In 2016, Angwin et al. (2016) at ProPublica

released an article and associated analysis code critiquing machine bias associated with race

present in the COMPAS risk scores for a set of arrested individuals in Broward County,

Florida, over two years. The analysis concluded that there were significant differences in

the risk assessments of African-American and Caucasian individuals. Northpointe pushed

back in a report (Dieterich et al., 2016) firmly rejecting the claims made by the ProPublica

article; instead, they claimed that Angwin et al. (2016) made several statistical and technical

errors in the report. In this case study, we use AVOIR to study the claims of the two reports

mentioned above. We create a materialized view of the ProPublica dataset by reproducing

the preprocessing steps in the publicly available ProPublica analysis notebook11. We look at

“Sample A” (Dieterich et al., 2016), where the analysis of the “not low” risk assessments using

a logistic regression model reveals a high coefficient associated with the factor associated

with race being African-American. In terms of a fairness metric, this corresponds to false

11https://github.com/propublica/compas-analysis
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positive rate (FPR) balance (predictive equality) (Verma and Rubin, 2018) metrics. The

associated specification in AVOIR grammar would be
E[hrisk | race=African−American & recid=0] /
E[hrisk | race=Caucasian & recid=0] < 1.1

Where hrisk is an indicator for high-risk assessments made by the black-box COMPAS

tool as defined by Angwin et al. (2016), recid is an indicator for re-offending within two

years of first arrest, and a 90%-rule is used as the threshold. We choose a failure threshold

probability of ∆ = 0.1, with the optimization run after every batch of 5 samples. AVOIR

finds that when the decisions are made sequentially, online, the assertion for specification

violation cannot be made with the required failure guarantee.

By analyzing the component subexpressions, one can glean that AVOIR cannot optimize

since the lower FPR in the denominator (FPR for Caucasian individuals) increases the overall

variance and limits the ability to optimize for guarantees. We follow this analysis by using

the reciprocal specification, i.e.,
E[hrisk | race=Caucasian & recid=0] /
E[hrisk | race=African−American & recid=0] > 0.9

We find that the specification is guaranteed to be violated with a confidence of over

1−∆ = 0.9 probability, and AVOIR can detect this violation within about half the number of

available assessments (3350 steps) when run in an online setting. Figure 3.6a demonstrates the

progression of the tracked expectation term. Thus, if deployed with the corrected specification,

AVOIR would be able to alert Northpointe/an auditor of a violation/potentially-biased

decision-making tool.

The Northpointe report (Dieterich et al., 2016) makes several claims about the shortcom-

ings of this analysis. One of the primary claims is that Angwin et al. (2016) used an analysis

based on “Model Errors” rather than “Target Population Errors”. In fairness specification

terms, this refers to the difference between a False Positive Rate (FPR) balance vs. False
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(a) (ProPublica) COMPAS, “Sample A” False Positive Rate
Bias specification required to above the 10% =⇒ 0.9 thresh-
old converges to a value that can be guaranteed to be under
the required threshold.

(b) (Northpointe) “Sample B” analysis done by Northpointe
using False Discovery Rate that opposed the ProPublica
reports.

Figure 3.6: COMPAS dataset case study.
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Discovery Rate (FDR) balance, i.e., balancing for predictive parity over predictive equality.

In probabilistic terms, the difference amounts to comparing Pr[Ŷ = 1|Y = 0, g = 1, 2] (FPR)

vs Pr[Y = 0|Ŷ = 1, g = 1, 2] (FDR), where Ŷ refers to the decision made by the algorithm,

Y refers to the true value, and g = 1, 2 reflects group membership (Verma and Rubin, 2018).

This analysis is run on the dataset subset dubbed “Sample B”. To test their hypothesis,

we reproduce the corresponding preprocessing steps and run both versions (numerator and

denominator being Caucasian) of the corresponding specification under the same setup as

earlier. Despite the point estimate being within the required threshold, we find that neither

version can be guaranteed with the required confidence in the given data. Due to the paucity

of space, we describe only one of the two variants with the corresponding figure (Figure 3.6b).

E[recid=0 | race=Caucasian & hrisk] /
E[recid=0 | race=African−American & hrisk] > 0.9

We note that the Northpointe report (Dieterich et al., 2016) does not provide confidence

intervals for their claim. Further, even though the report does not release associated code,

the point estimates of the False Discovery Rates (FDRs) match those present in the report,

which increases our confidence in our AVOIR-based analysis.

The back-and-forth exchange has been the subject of much discussion in academic and

journalistic publications (Feller et al., 2016; Washington, 2018). Seminal work by Kleinberg

et al. (2017) proved the impossibility of simultaneously guaranteeing certain combinations of

fairness metrics. While AVOIR cannot circumvent this problem, its usage can help audit

claimed guarantees on defined metrics. We conclude this case study by noting that AVOIR

lends itself to successful analysis that is not possible with the VF implementation available

online, which only provides support for a predefined set of specifications and requires access

to a data-generating function. In addition, we choose 0.1 as the failure probability because it

is one of the thresholds used in (Angwin et al., 2016). We set it to the highest used threshold
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to allow leeway for the claim by Northpointe. Even under this lax threshold, the analysis by

Northpointe fails.

3.5 Related Work

There are a plethora of fairness criteria, and subtle changes in their definition can change

the implications on decision-making (Castelnovo et al., 2021). Practitioners need support

when selecting, designing, and guaranteeing fairness for deployed machine learning algorithms.

Prior work on fairness has helped develop nuanced notions and algorithms to help train more

‘fair’ machine learning models. These include group fairness measures such as inter alia,

minimizing disparate impact (Calders et al., 2009; Feldman et al., 2015), maximizing the

equality of opportunity (Hardt et al., 2016) In contrast with group fairness notions, causal

notions of fairness (Kusner et al., 2017) and individualized notions of fairness (Dwork et al.,

2012) provide alternative statistical mechanisms for understanding discriminatory behaviors

of automated decision systems. Thomas et al. (2019) proposed the Seldonian Framework as

a generic mechanism for model users to design algorithms that help train machine learning

models that can regulate them against undesirable behaviors. Yan and Zhang (2022) propose

a query-efficient framework to audit an unknown function chosen from a known hypothesis

class of decision-making functions.

We focus on the problem of detecting and diagnosing whether systems designed under

any framework follow any prescribed regulatory constraints supported within the grammar

of AVOIR. That is, we are agnostic to the framework; instead, we are interested in testing

the adherence of models to specified criteria. We use a probabilistic framework to verify this

behavior. Alternative frameworks such as the AI Fairness 360 (Bellamy et al., 2019) provide

mechanisms to quantify fairness uncertainty, though they are restricted to pre-supported
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metrics. Uncertainty quantification (Ghosh et al., 2021b; Ginart et al., 2022) is an alternative

mechanism to provide adaptive guarantees. However, existing work is designed for commonly

used outcome metrics, such as accuracy and F1-score, rather than for fairness metrics.

Justicia (Ghosh et al., 2021a) optimizes uncertainty for fairness metrics estimates using

stochastic SAT solvers but can only be applied to a limited class of tree-based classification

algorithms.

Machine learning testing (Zhang et al., 2020) is an avenue that can expose undesired

behavior and improve the trustworthiness of machine learning systems. Prior work on fairness

testing is most closely related to AVOIR. Fairness testing (Galhotra et al., 2017) provides

a notion of causal fairness and generates tests to check the fairness of a given decision-

making procedure. Given a specific definition of fairness, Fairtest (Tramèr et al., 2017) and

Verifair (VF) (Bastani et al., 2019) build a comprehensive framework for investigating fairness

in data-driven pipelines. Fairness-aware Programming (FP) (Albarghouthi and Vinitsky,

2019) combined the two demands of machine learning testing and fairness auditing to make

fairness a first-class concern in programming. Fairness-aware programming applies a runtime

monitoring system for a decision-making procedure with respect to an initially stated fairness

specification. The overall failure probability of an assertion is computed as the sum of the

failure probabilities of each constituting sub-expression (using the union bound). FP does

not provide any specific mechanism for splitting uncertainty, and Verifair splits it equally

across all constituent elementary subexpressions. Thus, assertion bounds for subexpressions

in both FP and VF are split inefficiently compared to AVOIR.
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3.6 Conclusion

We presented the AVOIR framework to easily define and monitor fairness specifications

online and aid in the refinement of specifications. AVOIR is easy to integrate within modern

database systems but can also serve as a standalone system evaluating whether black-

box machine learning models meet specific fairness criteria on specific datasets (including

both structured and unstructured data) as described in our case studies. AVOIR extends

the grammar from Fairness Aware Programming (Albarghouthi and Vinitsky, 2019) with

operations that enhance expressiveness. In addition, we derive probabilistic guarantees

that improve the confidence with which specification violations are reported. Through

case studies, we demonstrate that AVOIR can provide users with insights and context that

contribute directly to refinement decisions. To understand the robustness of AVOIR, we

evaluated it along two dimensions: the data/ML model used and changing parameters

(thresholds, fairness definitions). We demonstrated the robustness of the data/model used

by evaluating three datasets of varying domains and types (criminal justice - COMPAS, text

classification - RateMyProfs, census data - Adult Income). For robustness to the thresholds,

we used varying failure probability levels (0.05, 0.1, 0.15) in our case studies. Note that

any probability thresholds over these values for the corresponding studies would converge

in fewer iterations, while lower thresholds would require additional data samples. Our

framework builds the foundation for further improvements in fairness specification, auditing,

and verification workflows. Although contextual information from AVOIR makes decisions

more straightforward, it is not always clear how to alter a specification in light of a violation

and its relevant context.

To assist in these decisions, we are currently examining mechanisms that suggest edits

that are likely to achieve the desired intent of a model developer. We plan to extend this work
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to provide intelligent specification refinement suggestions and support distributed machine

learning settings. In addition to improving the usability of our tools for making fairness

specification refinements, we also envision a more scalable framework. Our case studies

looked at a single model with respect to a single dataset. However, real-world deployment

of machine learning often contains many clients with models and datasets that may evolve

and drift over time. We also expect to examine efficient monitoring of machine learning

behavior for a fairness specification in a distributed context, enabling horizontal scalability.

We believe techniques such as decoupling the observation of data and reporting results from

monitoring the results are promising and can lead to the desired scalability.
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Appendix

3.A Inference Rules

In Figure 3.A.1, we provide the rules used to determining the constraints and guarantees

for a specification. We represent X ⊙ Y : (E, ϵ, δ) ≡ Pr (|E[X]⊙ E[Y ]− E| ≥ ϵ) ≤ δ where

⊙ represents a binary operator. Constraints are represented in {}. The proof of correctness

for each inference rule starts from the assumptions above the horizontal line and derives

the assertions below. These proofs use ideas similar to those in (Bastani et al., 2019). We

reproduce the proofs in Appendix 3.A.1 here for completeness. Note that the assertions in

the base case (elementary subexpressions) can be arrived at by applying AIN.

3.A.1 Inference rules with Constraints

In Section 3.3.3 we provided the proofs for X ± Y , X > c. In the following text, we

provide the remaining proofs.

Product Starting with ϕX , ϕY First, from union bound, both of these hold true with probability

at least 1− δX − δY . Then,

|E[X]| = |E[X]− E[X] + E[X]|

≤ ||E[X]|+ |E[X] + E[X]| ≤ ||E[X]|+ ϵX
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X :
(
E[X], ϵX , δX

)
, Y :

(
E[Y ], ϵY , δY

)
X ± Y :

(
E[X]± E[Y ], ϵX + ϵY , δX + δY

)
X :

(
E[X], ϵX , δX

)
, Y :

(
E[Y ], ϵY , δY

)
X × Y : (E[X]E[Y ], ϵXϵY + E[X]ϵY + E[Y ]ϵX , δX + δY )

X :
(
E, ϵ, δ

)
,E− ϵ > 0

X−1 :
(
E−1

, ϵ
E(E−ϵ) , δ

) (Inverse)

X :
(
E, ϵ, δ

)
X−1 :

(
E−1

, ϵ
E(E−ϵ) , δ

)
, {E− ϵ > 0}

(Inverse C)

X :
(
E, ϵ, δ

)
,E− ϵ > c

X > c : (T, δ)
(True)

X :
(
E, ϵ, δ

)
,E+ ϵ < c

X < c : (F, δ)
(False)

X :
(
E, ϵ, δ

)
X > c : (T, δ), {E− ϵ > c}

(True C)

X :
(
E, ϵ, δ

)
X < c : (T, δ), {E+ ϵ < c}

(False C)

ψ1 : (B1, δ1), ψ2 : (B2, δ2)

ψ1 ∧ ψ2 : (B1 ∧ B2, δ1 + δ2)
(and)

ψ1 : (B1, δ1), ψ2 : (B2, δ2)

ψ1 ∨ ψ2 : (B1 ∨ B2, δ1 + δ2)
(or)

ψ1 : (B1, δ1), {C11,...,1k}, ψ2 : (B2, δ2), {C21,...,2m}
ψ1 ∧ ψ2 : (B1 ∧ B2, δ1 + δ2), {C11,...,1k, C21,...,2m}

(and C)

ψ1 : (B1, δ1), {C11,...,1k}, ψ2 : (B2, δ2)

ψ1 ∨ ψ2 : (B1 ∨ B2, δ1 + δ2), {C11,...,1k} ∨ {C21,...,2m}
(or C)

Figure 3.A.1: Inference rules used to guarantees for expressions.The inference rules for each
compound expression build on the union bound, triangle inequality, and structural induction
approach described by Bastani et al. (2019). C: Constraint.
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|E[X]E[Y ]− E[XY ]| = |E[X]E[Y ]− E[X]E[Y ]|

= |E[X](E[Y ]− E[Y ]) + E[Y ](E[X] − E[X])|

≤ |E[X]||(E[Y ]− E[Y ])|+ |E[Y ]||(E[X] − E[X])|

≤ |E[X]|εY + |E[Y ]|εX

≤ |E[X]|εY + (|E[Y ]|+ εY )εX

= |E[X]|εY + |E[Y ]|εX + εXεY

where the first step follows as X,Y are Bernoulli r.vs. Therefore, X × Y : (E[X]E[Y ], ϵXϵY +

E[X]ϵY + E[Y ]ϵX , δX + δY )

Inverse/Inverse C Assume X :
(
E, ϵ, δ

)
and E− ϵ > 0. In the constrained case, we start

with only the prior assumption. Then,

|E[X]| = |E[X]− E[X] + E[X]|

≤ |E[X]− E[X]|+ |E[X]| ≤ ϵX + |E[X]|

i.e., |E[X]| ≤ ϵX + |E[X]|. Also,

|E[X]−1 − E[X]−1| =
∣∣∣∣E[X]−1 − E[X]−1

E[X]E[X]−1

∣∣∣∣
≤ ϵ

|E[X]||E[X]|
≤ ϵ

|E[X]|(E[X]− ϵX)

VF adds E[X]− ϵX > 0 as a precondition; AVOIR as a post-constraint.

3.A.1.0.1 Boolean Operators Starting from ψ1 : (b1, δ1), ψ2 : (b2, δ2), we can apply

the union bound for ψ1 ∧ ψ2, ψ1 ∨ ψ2 to derive the rules for and/or. Similarly, constraints

follow the semantics specified by the rules as they also follow from the union bound.
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3.A.2 Inferred Optimization Problem

For a given overall specification ψ, suppose (ϵi, δi), i ∈ {1, . . . , n} represents the con-

centration bounds associated with each constituent elementary subexpression. Using the

inference rules, we can derive the overall δT =
∑
i
δi, along with a set of (say) K constraints

gk(ϵ1, . . . , ϵn,E[X1], . . . ,E[Xn]) ≤ ϵk

where ϵk =
∣∣ck − E[f(E[X1], . . . ,E[Xn])]

∣∣
denotes the maximum allowed margin for the kth subexpression of form <ETerm> <comp-op>

c). The objective is to minimize the overall failure probability δT . The overall optimization

problem can then be formulated as shown in 3.1, having n optimization variables δi and

2n+K constraints (bounds on δi provide the 2n constraints). A developer using AVOIR

inputs a required acceptable upper bound of failure probability ∆. If the solution to the

optimization problem δ∗T =
∑

i δi ≤ ∆, then the optimization can conclude with the required

confidence in the proved guarantee. At this point, the developer may choose to terminate

AVOIR. However, using Corollary 4.1, they may continue to run and refine the estimates.

3.B Concentration bounds

Theorem 1 provides a mechanism for choosing the stopping time using arbitrary methods

for a fixed δ. In general, any adaptive concentration inequality suffices; we use AINH

However, we use confidence intervals to visualize the evolution of sub-expressions (and overall

specification) over the sequence of observations. To do so, we require an additional result.

Theorem 4. (Zhao et al., 2016, Proposition 1, Lemma 1) Let Sn =
∑n

i=1Xi be a random

walk from i.i.d. random variables X1, . . . , Xt ∼ D. For any δ > 0, Pr[ST ≥ f(T )] ≤ δ for

any stopping time T if and only if Pr [∃n, St ≥ f(t)] ≤ δ
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Corollary 4.1. For δ > 0, Pr[|ET [X]− E[X]| ≤ ϵ(δ, T )|] ≥ 1− δ for any stopping time T

if and only if

Pr
[
∀t, |Et[X]− E[X]| ≤ ϵ(δ, t)|

]
≥ 1− δ

Corollary 4 follows directly from applying Theorem 4 to Theorem 1. Intuitively, Theorem 1

holds since we can choose an adversarial stopping rule for T that terminates as soon as

the boundary for ϵ(δ, t) is crossed (Zhao et al., 2016). Thus, when we establish a bound

with a stopping rule, the bound will hold prior to and after the stopping rule is enforced.

Corollary 4.1 implies that once we choose an optimal bound for each subexpression, we

can extend the bounds derived using Theorem 1 to following observations with continued

guarantees for subexpressions.

3.B.1 Proof of Theorem 2 for Specifications

Consider any specification ψk. Let ψtk : (b̂ψk
(t), δψk

(t)), where b̂ψk
(t) ⊆ {T, F} is the

inferred value and δψk
(t) corresponds to the confidence for the assertion at time t. Let the

elementary subexpressions involved be Xk1 , . . . , XkD corresponding to the index multiset

Bk = {{k1, . . . , kD}}. Denote bψk
as the true value of ψk, and δψk

as the inferred threshold

at stopping time T . From INFER, we have

b̂k(t), δψk
(t) = INFER(ϕtXk1

, . . . , ϕtXkD
) (3.9)
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Pr[∃t ≥ 1, bk ̸∈ b̂k(T )]

≤ Pr

[
D⋃
i=1

∃t ≥ 1,¬ϕtXki

]
(From 3.9)

≤
∑
i∈Bk

Pr
[
∃t ≥ 1,¬ϕtXki

]
(union bound)

=
∑
i∈Bj

Pr
[
∃t ≥ 1, |Et[Xki ]− Et[Xki | > ϵXki

(t)
]

≤
∑
i∈Bj

δXki
(elementary subexpressions)

≤ δψk
(applying 3.8 for t = T )

Thus, bψk
(t) is a 1− δψk

confidence sequence for bψk

3.C Termination Criterion for AVOIR

Corollary 3.2. Under mild conditions, AVOIR terminates in finite steps with an assertion

over the required specification.

Proof. We know that the stopping time T ≤ T +, the stopping time for AVOIR. Thus, AVOIR

would terminate whenever Verifiar can. For completeness, we provide the conditions under

which Verifair terminates. Note that c ∈ R corresponds to a constant threshold involved in

specification, also presented in the grammar and bound proagation rules.

• For every subexpression Ck occurring in the specification such that it is involved in the

inverse or inverse constr. rules (i.e., E[Ck]−1), E[Ck] ̸= 0, Ck ̸= 0

• For every subexpression Ck such that it occurs a True/False type inequality (such as

Ck > c), E[Ck] ̸= c, Ck ̸= c
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Metric Name Definition/DSL

Statistical Parity (Dwork et al., 2012) Pr[R|S] = Pr[R|¬S]
E[r|s]/E[r|!s] < c

Predictive Parity (Chouldechova, 2017) Pr[Y |R,S] = Pr[Y |R,S]
E[y|r, s]− E[y|r, s] > c

Equal Opportunity (Hardt et al., 2016) Pr[¬R|Y, S] = Pr[¬R|Y,¬S]
E[!r|y, s]− E[!r|y, !s] < c

Equalized Odds (Hardt et al., 2016)
Pr[R|Y = i, S] = Pr[R]Y = i,¬S], i = 0, 1

(E[r|y = 0, !s]− E[r|y = 0, s] > c0) &
(E[r|y = 1, !s]− E[r|y = 1, s] > c1)

Table 3.D.1: Examples of supported metrics.

3.D Supported Metrics

We provide a non-exhaustive list of statistical group-based fairness criteria and show an

exact/approximate equivalent in the AVOIR DSL in Table 3.D.1. We use the notation from

Table 3.1, assuming that the return value R is a Bernoulli r.v. We assume that the decision

function f tracked by AVOIR as a signature that takes X,G, Y as input and produces S or

d as output. Note that in their python implementation, = would be replaced by == and |

by the given keyword.

3.E Implementation Details

We built a python library to create specifications that can be implemented as a decorator

over decision functions. The front end interactive application was implemented using

streamlit12 and the visualizations were built in Vega (Satyanarayan et al., 2015). Each

term in the DSL is implemented through a corresponding python class. New input/output

observations are monitored to update all the terms in a specification. Inference for evaluating

12https://streamlit.io/
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the value and bounds is carried out via operator overloading in these classes. In line with

previous work (Albarghouthi et al., 2017; Bastani et al., 2019; Albarghouthi and Vinitsky,

2019) on distributional verification, we use rejection sampling for conditional probability

estimation.

3.E.1 Visual Analysis

Using our specification framework as a backend, we built an interactive application for

analysis and refinement of specifications provided in our grammar. Given a user provided

machine learning model, dataset, and specification the application simulates a stream of

observations to the provided model. Following the simulation, a visualization is provided

that represents the specification as a syntax tree where each node of the tree corresponds to

an element of our grammar. Figure 3.E.1 shows the visualization.

Note that for each observation made by our machine learning model, the specification is

evaluated to check for violations. Each grammar element that makes up the specification is

evaluated as well, and thus each grammar element is associated with the value it evaluates to

for a given observation. For specifications <spec>, there is a boolean value associated with

each observation, whereas an expectation term, <ETerm>, is associated with a real value. By

selecting one of the nodes in the syntax tree, a user can see a plot of the evaluation values

associated with the selected grammar element. We call these plots evaluation plots and two

can be observed at a time each with shared scales along the horizontal axis which denotes

observations over time. This allows for comparison of multiple grammar elements. The ability

to analyze and compare these evaluation values provides context surrounding specification

violations, and assists the user in deciding how to refine a specification. The case studies in

section 3.4 demonstrate the usefulness of the context provided by these visualizations.
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Figure 3.E.1: Tree corresponding to the initial specification for the Adult Income dataset.
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The app for interaction with the backend is built using streamlit. It proceeds in multiple

stages,

1. First, a user selects a dataset of interest. We built support for four datasets, but our

framework is generic enough for any arbitrary csv dataset.

2. Following this choice, the input variables and output variable for a machine learning

model must be specified.

3. A machine learing model is then selected from a dropdown. We provide support for

three models. However, this is for demonstration purposes only - the specification is

agnostic to the choice of a machine learning model.

4. Finally, a specification is input by the user of the app. On the press of a button, the

model is trained and then evaluated on the selected dataset. The output monitored by

the spec is passed off to the Vega module for further analysis.

3.F AVOIR in Database Setting

In the database literature researchers (Nargesian et al., 2021), have explored an approach

to tailoring data integration strategies to ensure that the data set used for analysis has an

appropriate representation of relevant (demographic) groups and it meets desired distribution

requirements. The authors describe how to acquire such data in an approximate cost-optimal

manner for several realistic settings. This work is orthogonal to our work and yet AVOIR

can potentially integrate with the authors approach to examine if fairness criteria are being

met during the integration process. In other studies on fairness researchers (Yang et al.,

2018; Asudeh et al., 2019; Sun et al., 2019), have considered the problem of personalized

fair ranking functions and discuss approaches to determine if a proposed ranking function
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satisfies a set of desired fairness criteria and, if it does not, to suggest modifications that do.

AVOIR attempts to solve a more general purpose problem (not limited to any particular

fairness criteria) and is agnostic to the specific model (treats it as a blackbox). While we

have not examined the performance of AVOIR for fair ranking problems, it is something we

plan to examine in the future.

To demonstrate how AVOIR can be integrated within a database system we use pandas13

dataframes to simulate the application of AVOIR in the database setting. Specifically, we

wrap pandas dataframes with a python ‘Database’ class, and provide a query mechanism

to create materialized views. Queries are provided in the form of python functions that

take a dataframe as input and output a corresponding dataframe. The corresponding view

thus generated can be updated with insertion/update/deletion of data. The specification is

added as a decorator inside the refresh function, allowing AVOIR to track specifications in a

database setting. Note that this tie-in with pandas is only for ease of implementation; the

inference engine and optimization can be extended to any database engine.

13https://pandas.pydata.org/
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Chapter 4: Conformal Prediction for Graph Structured Data

The previous chapter used confidence intervals to generate online, anytime-valid bounds

for the outputs associated with different decision-making models. However, confidence

intervals require a strong assumption about the data-generating distribution at test time,

i.e., independent and identically distributed (IID) data. For graph-structured data, the edges

between different nodes denote potential dependencies between the nodes. Thus, the IID

assumption is violated, and the corresponding confidence intervals are no longer a viable

option. Conformal prediction is a method that provides valid confidence sets/intervals for

graph-structured data under a weaker assumption - exchangeability. While the estimates

generated by conformal prediction are no longer online or anytime-valid, the associated

guarantees can provide a foundation for understanding the uncertainty associated with the

predictions in graph-structured data. This chapter will discuss the theoretical underpinnings

of conformal prediction and the tradeoffs associated with its application to graph-structured

data.

Conformal prediction has become increasingly popular for quantifying the uncertainty

associated with machine learning models. Compared to confidence intervals, conformal

prediction provides distribution-free valid coverage under exchangeability with finite sample

guarantees and can be computed efficiently. The computational efficiency of the split

conformal prediction approach has made it the method du jour for exploring new approaches
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for quantifying the uncertainty of predictions from large, computationally expensive machine

learning models. Recent work in graph uncertainty quantification has built upon this

approach for conformal prediction on graphs. The nascent nature of these explorations has

led to conflicting choices for implementations, baselines, and evaluation of approaches. We

critically analyze the choices made and describe the tradeoffs associated with existing graph

conformal prediction work. Our theoretical and empirical results provide the rationale for

our recommendations for future scholarship in graph conformal prediction.

4.1 Introduction

Modern machine learning models which are trained on losses based on point predictions are

prone to being overconfident in their predictions (Guo et al., 2017). The Conformal Prediction

(CP) framework (Vovk et al., 2005) provides a mechanism for generating statistically sound

post-hoc prediction sets (or intervals, in case of continuous outcomes) with coverage guarantees

under mild assumptions. The usual assumption made in CP is that data are exchangeable,

i.e, the joint distribution of the data is invariant to permutations of the data points.

Definition 3. A sequence of random variables X1, . . . , Xn is said to be exchangeable if

for any permutation σ of the natural numbers, (X1, . . . , Xn)
d
= (Xσ(1), . . . , Xσ(n)), where d

=

denotes equality in distribution.

The guarantees provided by CP are distribution-free, and can be added post-hoc to the

scores produced by arbitrary, black-box predictors. This makes CP an ideal candidate for

quantifying uncertainty in complex models such as neural networks. Variations of CP include

full CP (Vovk et al., 2005), cross-conformal prediction (Vovk, 2015), split CP (Vovk et al.,

2005), and the CV+/Jackknife+ approach (Barber et al., 2021). Full CP has a significant

computational cost as an expensive conformity score function must be computed with
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replacement for each data point within the calibration set. Cross-conformal prediction (Vovk,

2015) and CV+/Jackknife+ (Barber et al., 2021) are other variations of CP which are

computationally more efficient than full CP. Split CP, using a fixed conformity score function

of a single data point at a time, is the most popular variation of CP. In addition to its

computational efficiency, the ease of implementation, and distribution-free guarantees with

black-box models make split CP a popular choice.

Network-structured data such as social networks, transportation networks, and biological

networks are ubiquitous in modern data science applications. Graph Neural Networks

(GNNs) have been developed to model vector representations of such network-structured

data, and have been shown to be effective in a variety of tasks such as node classification,

link prediction, and graph classification (Hamilton, 2020; Wu et al., 2022). Uncertainty

quantification approaches built for independent and identically distributed (IID) data cannot

directly be applied to graph data as the network structure introduces dependencies between

the data points. However, recent work (Clarkson, 2023; Zargarbashi et al., 2023; Huang

et al., 2023) has demonstrated that in certain settings, CP can be applied to graph data to

generate statistically sound prediction sets which provide a coverage guarantee for the node

classification task. In line with prior work in CP on graphs, we focus on split CP in this

work. There is a lack of consensus for the choice and setup of baselines, splitting of common

datasets, and evaluation metrics for methods. In this work, we aim to analyze the choices

made by existing work and understand the tradeoffs associated with these choices.

4.2 Conformal Prediction

Conformal prediction is used to quantify the uncertainty of a model by providing prediction

sets/intervals with coverage guarantees. We will focus on conformal prediction in the
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classification setting. The dataset is partitioned as D = Dtrain ∪Dvalid ∪Dcalib ∪Dtest. Given

a calibration dataset Dcalib = {(xi, yi)}ni=1, where xi ∈ X = Rd and yi ∈ Y = {1, . . . ,K},

conformal prediction can be used to construct a prediction set C such that

Pr [yn+1 ∈ C(xn+1)] ≥ 1− α

where 1− α ∈ [0, 1] is a user-specified coverage level. The only assumption required for the

coverage guarantee is that Dcalib ∪ {(xn+1, yn+1)} is exchangeable. The following theorem

provides a general recipe for constructing a prediction set with coverage guarantee.

Theorem 4 (Vovk et al. (2005)). Suppose {(xi, yi)}n+1
i=1 are exchangeable, s : X × Y → R is

a score function measuring the non-conformity of (x, y), with higher scores indicating lower

conformity, and a target α ∈ [0, 1]. Let q̂(α) = Quantile
(
⌈(n+1)(1−α)⌉

n ; {s(xi, yi)}ni=1

)
Define

Cα(X) = {y ∈ Y : s(x, y) ≤ q̂(α)}. Then,

1− α+
1

n+ 1
≥ Pr [yn+1 ∈ Cα(xn+1)] ≥ 1− α (4.1)

s is usually called the non-conformity score function and measures the degree of non-

agreement between the input x and the label y, given exchangeability with the calibration

data Dcalib i.e., larger scores indicate worse agreement between x and y. While Theorem 4

does not place any restrictions on the choice of the score function, this choice can have a

significant impact on the size of the prediction set. Note that the setup of theorem 4 is called

split CP, as the score function remains fixed for the calibration split. In other versions of

CP, the score function is usually more expensive as it maps X k × Yk → R, for some k ∈ N

which varies between n for full conformal prediction and smaller values for cross-conformal

prediction and CV+/Jackknife+.
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4.3 Node Classification and Conformal Prediction in Graphs

The usual tasks of interest in graph data are node classification, link prediction, and graph

classification. In this work, we focus on node classification and its extensions to conformal

prediction. Consider an attributed homogeneous graph G = (V, E ,X), where V is the set of

nodes, E is the set of edges and X is the set of node attributes. Let A denote the adjacency

matrix for the graph. Further, let Y = {1, . . . ,K} denote set of class labels associated

with the nodes. For v ∈ V, xv ∈ Rd denotes its features and yv ∈ {1, . . . ,K} denotes the

corresponding class label. The task of node classification is to learn a model F : X → Y

which predicts the label for each node given node features as input. Corresponding to the CP

partitions, we denote the nodes in the training set as Vtrain, validation set as Vvalid, calibration

set as Vcalib, and test set as Vtest. We denote Vd = Vtrain ∪ Vvalid as the development set of

the base model (non-conformalized). Note that labels are available only for nodes in the

train, validation and calibration sets, and must be predicted for the test set. The model cycle

will involve four phases, viz. training, validation, calibration, and testing. Next, we discuss

the different settings for node classification in graphs and the applicability of conformal

prediction.

Transductive setting In this setting, the model has access to the fixed graph G during

training, validation, calibration, and testing. However, the labels associated with the test

nodes Dtest are unknown. We designate a fixed set of nodes disjoint from the training and

validation set as Vtest ∪ Vcalib and then randomly sample nodes from this set to form Vcalib

and Vtest. This is the setting considered in Zargarbashi et al. (2023) and Huang et al. (2023).

Note that the labels for the calibration nodes are not available for training/validation of the

base model, though the neighborhood information (V, E) and the features xv and labels yv,

v ∈ Vd are available. During the calibration phase, the features and labels for the calibration
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nodes, along with the neighborhood information, are used to compute the non-conformity

scores. This split ensures that the base model cannot distinguish between the calibration

and test nodes, and hence exchangeability holds for v ∈ Vcalib ∪ Vtest.

Inductive setting We briefly describe the inductive setting and note that the exchangeability

assumption will be violated in this setting (in general). The base model is provided with the

graph induced by the development nodes only (Vd, Ed,Xd). In the calibration/test phases,

the nodes arrive either one at a time or in batches. Thus, nodes arriving later in the sequence

will have access to neighbors that arrived earlier, breaking the exchangeability assumption.

In line with previous work, we focus on the transductive setting. The following theorem

shows that in the transductive setting, a score model trained on the calibration set will

generate scores exchangeable with the test set, and thus allow the use of conformal prediction

in the transductive setting.

Theorem 5 (Zargarbashi et al. (2023); Huang et al. (2023)). Let G = (V, E ,X) be an

attributed graph, and Vcalib∪Vtest be exchangeable. Let F : X |V | → ∆|V |×K be any permutation

equivariant model on the graph (for instance, GNN). Define F (G) = Π ∈ ∆|V |×K be the output

probability matrix for a model trained on only Vd. Then any score function s(v, y) = s(Πv, y,G)

is exchangeable for all v ∈ Vcalib ∪ Vtest

The intuition for this theorem is that if the output of the permutation equivariant function

(e.g., GNN) F does not depend on the order of the nodes in the graph (for e.g. GNN output

depends on the neighbors, not the order of the nodes), then the outputs of the GNN will

also be exchangeable. The formal proof for this theorem is available in Zargarbashi et al.

(2023); Huang et al. (2023). This theorem paves the way for using conformal prediction for

transductive node classification in graphs.
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For the following sections, we will assume that the base model π̂ : X → ∆Y , where

∆Y is the probability simplex over the elements of Y and is learned using the training and

validation sets Dtrain ∪ Dvalid. The calibration set Dcalib is used to determine the q̂(α) from

Theorem 4 and the test set Dtest is the set for which we want to compute our prediction sets.

In general, the outputs π̂ need not lie over a simplex; they can be in RK . However, this

greatly simplifies the exposition for the following sections and is the standard practice in

prior work.

4.4 Conformal Scores for Graphs: Choices and Trade-offs

In this section, we critically examine some decisions made in the implementations of

existing graph conformal prediction work. We discuss the trade-offs associated with these

choices and provide recommendations for future scholarship in graph conformal prediction.

4.4.1 Dataset Splits and Training

There are several methods of partitioning the data to generate the different partitions

of the sets. Two methods which are used in other works on graph conformal prediction for

classification are (1) full-split paritioning (Huang et al., 2023) and (2) label-count sample

partitioning (Zargarbashi et al., 2023).

Full-Split (FS) Partitioning In this scheme, the data is split such that each subset of the

partition adheres to a size constraint defined in terms of a percentage/fraction of the full node

set V . For example, in CF-GNN (Huang et al., 2023) the authors split the datasets in their ex-

periments randomly, but adhering to a 20%/10%/35%/35% split of Dtrain/Dvalid/Dcalib/Dtest,

respectively. Note that the overall percentage of data for which we do provide labels (in

either the development or calibration set) is a large proportion (65%) of the full dataset.

For non-conformal score models with numerous trainable parameters, this splitting scheme
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is ideal as it allows for a large amount of data to be used for the calibration model. We

explore the following splitting schemes under FS partitioning: (Dtrain,Dvalid,Dcalib,Dtest) =

(0.2, 0.1, 0.35, 0.35), (0.2, 0.2, 0.3, 0.3), (0.3, 0.1, 0.3, 0.3), and (0.3, 0.2, 0.25, 0.25).

Label-Count (LC) Sample Partitioning In this splitting scheme, the data is split to

ensure an equal number of samples for each class/label are present in the train, validation,

and calibration set. The remaining nodes are then used for the test set. Such settings are

used when simulating scenarios where only a small proportion of training/labeled nodes are

available, such as in semi-supervised learning. Intuitively, this setting is ideal for methods

that do not have many parameters to train. We explore setting the number of samples per

class to 10, 20, 40, and 80. Note that we assign nodes for each class into train, validation,

calibration, and test sets sequentially, so it is feasible in this setup to have some classes

having no representative samples in some partitions.

4.4.2 On TPS and Adaptability

Threshold Prediction Sets (TPS) (Sadinle et al., 2019) is a simple technique for generating

conformal prediction sets. The score function s(x, y) = 1−π̂(x)y directly maps the probability

from the base model for the correct class into a non-conformity score. The score is higher if

the model has a lower probability assigned to the correct class, indicating the label is less

conforming with the model. A 1− α (approximate) quantile creates a probability inclusion

threshold for this score over the calibration set ensures coverage and can be shown to generate

prediction sets with the smallest expected size (Sadinle et al., 2019). However, the TPS

score has been known to undercover hard examples and overcover easy ones (Angelopoulos

et al., 2021b; Zargarbashi et al., 2023) to achieve this efficiency. Here, hard/easy refers to the

coverage achieved by the prediction set in relation to the prediction set size. By overcovering
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easy examples, TPS can still maintain the overall coverage guarantee without having to

correctly account for coverage over harder examples.

We note that this discrepancy is claimed to occur as the TPS scores are not ‘adaptive’ and

consider only one dimension of the score for each calibration sample. However, Sadinle et al.

(2019) also proposed a labelwise control version of TPS. Instead of defining a single threshold

for all classes, they separately compute the threshold for each class and a corresponding α.

Thus, they define classwise quantile thresholds as

q̂(α, yj) = Quantile
(⌈(n+ 1)(1− α)⌉

n
; {s(xi, yi) i = 1, . . . , n, yi = yj}

)

and the corresponding prediction sets as

CTPS(x) = {y ∈ Y : s(x, y) ≤ q̂(α, y)}

Note that this version would provide coverage for each class label, making it more ‘adaptive’.

The version defined by Sadinle et al. (2019) allows controlling αy for each class label, though,

for simplicity, we set αy = α for label-adaptability. The tradeoff here is that we have fewer

calibration samples used for each quantile threshold dimension, which may lead to higher

variance in the distribution of coverage (Vovk, 2012). We call this variation of TPS as

TPS-Classwise, and consider it in our baselines for comparison.

4.4.3 APS and Randomized Sets

The most popular baseline in work on graph conformal prediction is adaptive prediction

sets (APS). Romano et al. (2020) introduce APS by defining an optimal prediction set

construction mechanism under oracle probability. Suppose we estimate a prediction function

f̂ that correctly models the oracle probability Pr[Y = y|Xtest = x] = πy(x) for each

y ∈ Y = {1, . . . ,K} Let π(1)(x), . . . , π(K)(x) be the sorted probabilities in descending order.
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For any τ ∈ [0, 1], define the generalized conditional quantile funciton at τ as

L(x;π, τ) = min

k ∈ {1, . . . ,K},
k∑
j=1

π(j)(x) ≥ τ

 (4.2)

Then the corresponding prediction set, Cor
α (x) can be constructed from the probabilities

needed to reach 1− α coverage.

Cor
α (x) = {y ∈ Y : πy(x) ≥ π(L(x;π,1−α))(x)}

where or indicates the usage of the oracle probability. Further, they define tighter prediction

sets in a randomized fashion using an additional uniform random variable u ∼ Uniform(0, 1)

as a parameter to construct a generalized inverse. This idea draws upon the idea of uniformly

most powerful tests in the Neyman-Pearson lemma for level-α sets (Neyman and Pearson,

1933). Define

S(x, u;π, τ) =

{
{y ∈ Y : πy(x) > π(L(x;π,τ))(x)} u < V (x;π, τ)

{y ∈ Y : πy(x) ≥ π(L(x;π,τ))(x)} otherwise
(4.3)

i.e., the class at the L(x;π, τ) rank is included in the prediction set with probability

1− V (x;π, τ), where

V (x;π, τ) =
1

π(L(x;π,τ))(x)


L(x;π,τ)∑

j=1

π(j)(x)

− τ


The corresponding randomized prediction sets are Cor
α (x) = S(x, U ;π, 1− α), U ∼ U(0, 1)

Note that in general, the coverage guarantees provided in conformal prediction hold only in

expectation over the randomness in (xi, yi), i = 1, . . . , n+ 1. The randomized prediction sets

continue to provide the guarantee with additional randomness over ui. To make this work

for a non-oracle probability π̂(x), they define a non-conformity score A

A(x, y, u; π̂) = min{τ ∈ [0, 1] : y ∈ S(x, u; π̂, τ)} (4.4)
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Assume that π̂ are all distinct - for ease of defining rank. Suppose the rank of the true

class amongst the sorted π̂ be ry, i.e.,
K∑
i=1

1[π̂i(x) ≥ π̂y] = ry Solving for τ as a function of π̂

(see Appendix 4.A, for proof),

A(x, y, u; π̂) =

[ ry∑
i=1

π̂(i)(x)

]
− uπ̂y (4.5)

Instead, if a deterministic set is used to define the conformal score instead (i.e., the

randomized set construction is not carried out), then we could just add the probabilities

until the true class is included:

Ã(x, y; π̂) =

[ ry∑
i=1

π̂(i)(x)

]
(4.6)

This version of APS still provides the same conditional coverage guarantees and has a simpler

exposition as the prediction sets are constructed by greedily including the classes until the

true label is included. Thus, this version is provided as the implementation in the popular

monographs on conformal prediction by Angelopoulos and Bates (2021); Angelopoulos et al.

(2023). However, the lack of randomization may sacrifice on the efficiency. This modification

of score affects both the quantile threshold computation during the calibration phase and

the prediction set during the test phase. We will now show the conditions that impact the

efficiency more formally. Let

q̂A = Quantile
(⌈(n+ 1)(1− α)⌉

n
; {A(xi, yi, ui; π̂)}ni=1

)
and

q̂Ã = Quantile
(⌈(n+ 1)(1− α)⌉

n
; {Ã(xi, yi; π̂)}ni=1

)
Define Ai(y) := A(xi, y, ui; π̂) and Ãi(y) := Ã(xi, y, ui; π̂). From the definition of the

prediction sets and non-conformity scores, we have

CA(xn+1) = {y ∈ Y : An+1(y) ≤ q̂A}
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and

CÃ(xn+1) = {y ∈ Y : Ãn+1(y) ≤ q̂Ã}

denote the prediction sets corresponding to the two score functions (with and without

randomization). Define CiA = CA(xi). Let y′i ∈ {1, 2, . . . ,K} \ {yi} be any incorrect class

label for each xi. Define

αAc ∈ [0, 1], q̂A=̃Quantile
(⌈(n+ 1)(1− αAc )⌉

n
; {A(xi, y′i, ui; π̂)}ni=1

)

αÃc ∈ [0, 1], q̂Ã=̃Quantile

(
⌈(n+ 1)(1− αÃc )⌉

n
; {A(xi, y′i, ui; π̂)}ni=1

)

as the thresholds for which the corresponding quantile of the scores for the correct classes

Ai(yi) and Ãi(yi) achieve 1− α coverage. Then from the exchangeability of A(xi, y′i, ui; π̂)

1− αAc ≤ Pr[y′n+1 ∈ Cn+1
A ] ≤ 1− αAc +

1

n+ 1

and similarly, from the exchangeability of Ã(xi, y′i, ui, π̂)

1− αÃc ≤ Pr[y′n+1 ∈ Cn+1
Ã

] ≤ 1− αÃc +
1

n+ 1

We will show that as long as these thresholds are sufficiently separated, the randomized

prediction set will be more efficient than the non-randomized one.

Theorem 6. Assume that αAc −αÃc ≥ 2
n+1 then prediction set constructed using randomization

is more efficient than without. Formally,

E
[
|CÃ(xn+1)| − |CA(xn+1)|

]
≥ 0

Proof. Consider the case with only two potential class labels K = {1, 2}.
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We have

E
[
|Cn+1
A |

]
= E

∑
i=1,2

1[i ∈ Cn+1
A )]


= E

[
1[yn+1 ∈ Cn+1

A )]
]
+ E

[
1[y′n+1 ∈ Cn+1

A )]
]

linearity

= Pr[yn+1 ∈ Cn+1
A ] + Pr[y′n+1 ∈ Cn+1

A ] E[1[A]] = Pr[A]

≤ 1− α+ 1− αAc +
2

n+ 1
(Exchangeability, Theorem 4)

From a similar argument, we can show that

E
[
|Cn+1
Ã
|
]
≥ 1− α+ 1− αAc

Thus,

E
[
|Cn+1
Ã
| − |Cn+1

A |
]
≥ 1− α+ 1− αÃc −

(
1− α+ 1− αAc +

2

n+ 1

)
(4.7)

= αAc − αÃc −
2

n+ 1
(4.8)

which is equivalent to our assumption, and this completes the proof. For K classes,

E[|Cn+1
A |] = Pr[yi ∈ Cn+1

A ] + (K − 1)
∑
y′i

Pr[y′i ∈ Cn+1
A ]

Thus,

E[|Cn+1
A |] ≤ 1− α+

1

n+ 1
+ (K − 1)

(
1− αAc +

1

n+ 1

)
= 1− α+ (K − 1)

(
1− αAc

)
+

K

n+ 1

and

E[|Cn+1
A |] ≥ 1− α+ (K − 1)

(
1− αAc

)
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similar bounds can be derived for E[|Cn+1
Ã
|]. Thus,

E
[
|Cn+1
Ã
| − |Cn+1

A |
]
≥ (K − 1)

(
αAc − αÃc

)
− K

n+ 1

≥ (K − 1)

(
αAc − αÃc −

K

(K − 1)(n+ 1)

)
> (K − 1)

(
αAc − αÃc −

2

n+ 1

)
≥ 0

Which completes the proof in the general case.

Intuitively, as each score in A gets shifted by a small uπ term to the left, qA would be

lower than qÃ. Thus, the significance levels that we would search for in the complementary

scores 1 − αAc would be less than 1 − αÃc . 1 − αAc < 1 − αÃc =⇒ αAc − αÃc > 0. If the

shift is sufficiently large, then the randomized prediction set will be more efficient than the

non-randomized one. In Figure 4.4.1, we show what this looks like empirially, using an

example graph dataset and classifier. In the plot on the bottom, the (normalized) sorted

index at which the lower threshold qA is reached over the scores A′ is lower, i.e., 1 − αAc

is lower, and hence αAC is higher. Note that the dependence on 1
n+1 indicates that the

improvements would be more pronounced for larger Dcalib.

4.4.4 Notes on Transductive NAPS

Neighborhood Adaptive Prediction Sets (NAPS) can construct predictive sets via Confor-

mal Prediction under relaxed exchangeability (or non-exchangeability) assumptions (Barber

et al., 2023). In the context of graphs, NAPS was initially implemented in the inductive set-

ting (Clarkson, 2023). However, it can be used in the transductive setting as well (Zargarbashi

et al., 2023). NAPS in the transductive setting is based on APS where si = A(xi, yi, ui; π̂i),

or A(xi, yi; π̂i) (depending on whether the randomized version is used), is computed for each

node in Dcalib. Using these scores, a weighted quantile is computed to produce the score
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Figure 4.4.1: Figure showing the scores for an example dataset. (top) shows the shift in the
quantile for A and Ã for the correct class. (bottom) shows the shift αc for A and Ã using
scores A′ for the incorrect classes.
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threshold for prediction sets (Equation 4.9) Unlike APS, the quantile is defined by placing

weighted point masses (δ) at each score from the calibration set under consideration for

quantile computation. The point mass at +∞ indicates that the score for test node n+ 1

is unknown (and unbounded due to non-exchangeability), and thus, a point mass at the

maximum value (+∞) is required.

q̂NAPS
n+1 = Quantile

(
1− α,

[ ∑
i∈Dcalib

w̃i · δsi
]
+ w̃n+1 · δ+∞

)
(4.9)

For NAPS to produce viable prediction sets, the weights, wi ∈ [0, 1], for nodes under

consideration in the calibration set must be chosen in a data independent fashion, i.e., they

cannot leverage the feature vectors associated with the calibration nodes (Barber et al., 2023).

NAPS leverages the graph structure to assign these weights, assigning non-zero weights to

nodes within a k-hop neighborhoodN k
n+1 of the test node vn+1. The three implemented weight

functions are uniform wu(di) = 1, hyperbolic wh(di) = 1
di

, and exponential, we(di) = 2−di for

nodes in the k-hop neighborhood, where di is the distance from vn+1 to vi ∈ Vcalib. Formally,

the weight function for each node, vi ∈ Vcalib can be seen in Equation 4.10 below, where

wx(di) is the selected weight function. These weights are then normalized to compute w̃i

such that
∑

i∈Dcalib
w̃i + w̃n+1 = 1 (Barber et al., 2023).

wi =

{
wx(di), i ∈ Dcalib ∩N k

n+1

0, i ∈ Dcalib \ N k
n+1

(4.10)

Using the NAPS quantile, q̂NAPS
n+1 , the prediction sets can be constructed similarly to other

Conformal Prediction algorithms. Note that NAPS was originally designed for the inductive

setting; in transductive settings, fewer nodes have non-zero weights as only a subset of the

graph nodes are assigned to the set of k-hop neighbors intersecting with the calibration nodes.

In the inductive setting, no exchangeability cannot be assumed and the entire graph prior
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to the test phase is considered as a calibration set leading to a larger number of non-zero

weights.

NAPS Implementation NAPS is computationally more expensive with regard to time

and memory as a k-hop intersection must be computed for each test node. We optimized

this implementation using a batched approach that works with sparse tensors (Algorithm 2).

Informally, the test nodes are first split up into batches. Then, for each batch, the distance

to each node in the k-hop neighborhood is computed. Following this, the weights function

for the corresponding nodes are computed before computing the quantile for each node. The

batched approach ensures that sufficient memory is available for the necessary computations

- especially for computing the distance to each node in the k-hop neighborhood without

needing to densify a sparse graph.

Algorithm 2 NAPS Quantile Implementation
1: procedure NAPS_Quantile(w, k,Dcalib,Dtest,D,Scalib, b, α)
2: {B1,B2, . . . ,Bb} ← split(Dtest, b) ▷ Split test nodes into b batches
3: q ← zeros(Dtest, 1) ▷ q ∈ R|Dtest|×1

4: for Bn ∈ {B1,B2, . . . ,Bb} do
5: k_hop← Sparse_k_hop(k,Bn,Dcalib,D) ▷ k_hop ∈ R|Bn|×|Dcalib|

6: weights← compute_weights(w, k_hop) ▷ weights ∈ R|Bn|×|Dcalib|

7: q[Bn]← compute_quantile(1− α,weights,Scalib)
8: end for
9: return q ▷ Return the quantiles for each test node

10: end procedure

To ensure scalability for large graphs, all the computations until the quantile computation

setep were done via sparse tensors. Algorithm 3 illustrates how the distance to each calibration

node in the k-hop neighborhood can be computed via sparse tensorr primitives. The sign

function based formulation uses the fact that subtracting n + 1-hop paths from a matrix
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containing up to n hops to ensure negative values at paths of length exactly n+ 1, with the

rest being 0.

Algorithm 3 Sparse K Hop Neighborhood Implementation
1: procedure Sparse_k_hop(k,B,Dcalib,D)
2: A← Get_Adjacency(D) ▷ Adjacency of D, A ∈ R|D|×|D|

3: path_n← A[B, :] ▷ path_n ∈ R|B|×|D|

4: k_hop← path_n[:,Dcalib] ▷ k_hop ∈ R|B|×|Dcalib|

5: for n ∈ {2, 3, . . . , k} do
6: path_n← (path_n)A
7: neg_if_n← k_hop− sgn(path_n[:,Dcalib]) ▷ negative value =⇒ n hops away
8: in_n_hop← (neg_if_n < 0)× n ▷ Nodes that are a min distance of n
9: k_hop← k_hop + in_n_hop

10: end for
11: return k_hop ▷
∀i,j If dist(i, j) ≤ k then k_hop[i, j] = dist(i, j), else k_hop[i, j] = 0

12: end procedure

4.4.5 Diffusion Adaptive Prediction Sets

The Diffusion Adpative Prediction Sets (DAPS) approach for conformal node classification

on graphs was introduced by Zargarbashi et al. (2023). The intuition behind DAPS is that the

prevalence of homophily in graphs implies that the non-conformity scores for two connected

scores should be related. DAPS uses a diffusion step to capture this relationship and uses

the non-conformity scores modified by diffusion to generate the prediction sets. Formally,

suppose s(v, y) is a point wise non-conformity score for a node v and label y (e.g., TPS or

APS)

ŝ(v, y) = (1− λ)s(v, y) + λ

|Nv|
∑
u∈Nv

s(u, y)

where Nv is the 1-hop neighborhood of v and λ ∈ [0, 1] is a hyperparameter controlling the

diffusion.
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Figure 4.4.2: Procedure for training CF-GNN. First (left), the base model is trained on
the training set. Then, (middle) the CF-GNN is trained to maximize efficiency over the
calibration set. Finally , (right) the non-conformity scores from the combined models are
used to generate the prediction sets.

Zargarbashi et al. (2023) use the APS score as the point wise score in diffusion process

as it is adaptive and uniformly distribution in [0, 1] under oracle probability. However, as we

noted earlier, using class wise thresholds provides a mechanism to produce adaptive scores

from TPS as well. Thus, we create DTPS, a variation of DAPS using TPS-Classwise scores

as the point wise scores in the diffusion process.

4.4.6 Conformalized GNN

Conformalized GNN (CFGNN) (Huang et al., 2023) is a GNN-based approach for

conformal prediction. The authors observed that inefficiencies are correlated between nodes

having similar neighborhood topology in a graph setting. They use a GNN during the

calibration phase, which is trained to correct the scores output from the base model such that

the corrected scores maximize the efficiency of the conformal prediction. For classification-

based losses, CFGNN utilizes the fact that all steps in the conformal prediction stage for

computing the prediction sets (non-conformity score computation, quantile computation,

thresholding) can be expressed as differentiable operations. Thus, a GNN can be trained
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directly using efficiency as a loss function. Figure 4.4.2 provides a high-level overview of the

CFGNN approach.

CFGNN Implementation Improvements The choice of the conformal loss during

calibration and test plays an important role in determining the overall performance of the

CFGNN. Huang et al. (2023) use a TPS loss for the calibration phase and the non-randomized

APS loss for constructing the final prediction sets. Our preliminary experiments (Figure 4.4.3)

with replacing the APS loss with a randomized version demonstrated that these losses must

be tuned carefully to ensure that the CFGNN is able to improve upon the base models

non-conformity scores. Some improvements shown in CFGNN (Figure 4.4.3, right) get

nullified when the randomized APS loss is used (left).

Additionally, CFGNN uses full batch training which makes it unable to scale for larger

graphs. We implemented a batched version of CFGNN to ensure that it can be used for

larger graphs. Finally, to speed up computation, we allow the use of cached outputs from the

base model rather than having to sample neighbors for both the base model and the CFGNN.

Algorithm 4 shows these improvements in the CFGNN implementation. We cache the output

of the base GNNθ prior to running the CFGNN training loop, allowing the sampling of m

layers of message passing graphs rather than m+ l layers required by the baseline CFGNN.

In addition, we control the batch size b when sampling neighbors. These changes significantly

speeds up the computation for CFGNNs (see Section 4.6.4.1 for speedup results).

4.5 Evaluation of Graph Conformal Prediction

4.5.1 Datasets

We selected datasets of varying sizes to evaluate the performance of the graph conformal

prediction methods. For the citation datasets, the nodes are publications, and the edges

denote citation relationships. Features are bag-of-words representations of the documents.
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Algorithm 4 CFGNN batching + caching implementation
1: GNNθ ▷ l layer base GNN, with pretrained, fixed weights
2: GNNϕ ← RandomInitialization(ϕ) ▷ m layer trainable CFGNN
3: if cache_base then
4: X ← GNNθ(G,X ) ▷ Compute base model output
5: end if
6: procedure CFGNNTrainStep(Dcalib,G,X )
7: B ← SampleBatch(Dcalib, b) ▷ batch size b is |Dcalib| for base CFGNN
8: if cache_base then
9: CFFeats, CFMsgGraphs← NeighborSampler(B,m,X )

10: else
11: Feats, MsgGraphs← NeighborSampler(B, l +m,X )
12: CFFeats← GNNθ(Feats,MsgGraphs0,...,m−1)
13: CFMsgGraphs← MsgGraphsm,...,m+l−1

14: end if
15: scores← GNNϕ(CFFeats,CFMsgGraphs)
16: L ← ConformalLoss(scores,B)
17: UpdateWeights(GNNϕ,L)
18: end procedure

Figure 4.4.3: Comparing the efficiency (average output set size) for the base model and the
CFGNN on the Pubmed dataset. The plot on the left uses the fixed version of the APS score
(with randomized sets) while on the right uses the non-randomized version.
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Dataset Nodes Edges Classes Features

CiteSeer 3,327 9,228 6 3,703
Amazon_Photos 7,650 238,163 8 745

Cora 19,793 126,842 70 8,710
PubMed 19,717 88,651 3 500

Coauthor_CS 18,333 163,788 15 6,805
Coauthor_Physics 34,493 495,924 5 8,415

Table 4.5.1: Summary statistics for Datasets chosen for evaluation.

The task is to predict the category of each publication. CiteSeer is a citation network

dataset designed for the node classification task, with nodes as publications and edges

denoting citation relationships. Amazon_Photos is a segment of the Amazon co-purchase

graph (McAuley et al., 2015) where nodes represent goods, edges represent goods frequently

bought together, features are bag-of-words representations of product reviews, and the task

is to predict the category of each good. Cora We use CoraFull (Shchur et al., 2018), an

extended version of the common Cora citation network dataset. The objective is to predict

the category of each node (publication). PubMed is a citation network dataset designed

for the node classification task, with nodes as publications and edges denoting citation

relationships. The goal is to predict the category of each node (publication). Coauthor_CS

and Coauthor_Physics are co-authorship graphs extracted from the Microsoft Academic

Graph and used for KDD Cup 2016. In this dataset, nodes are authors and edges denoting

co-authorship relationships. The task is to predict the most active field of study for each

author. Summary statistics for the datasets are provided in Table 4.5.1. For all chosen

datasets, we used the version provided by the Deep Graph Library (Wang et al., 2019a). To

help characterize the behavior of different approaches, we categorize these into sizes based on
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the number of nodes, with CireSeer and Amazon_Photos designated as small (S), Cora,

PubMed, and Coauthor_CS as medium (M), and Coauthor_Physics as large (L).

4.5.2 Metrics

We evaluate the following metrics for the graph conformal prediction methods:

• Coverage: The proportion of test instances for which the true label is contained in

the prediction set.

• Efficiency: The average size of the prediction set.

• Label Stratified Coverage: The mean of coverage for each class. This metric is

useful for understanding whether a method is adaptive and has balanced coverage for

different classes.

• Size Stratified Coverage: The mean of coverage across different sizes of prediction

sets. This metric is useful for understanding whether a method is adaptive and does

not under/over cover hard/easy samples.

4.5.3 Methods

We discussed the theoretical and empirical tradeoffs of different methods in Section 4.4.

For completeness, we list all the methods that we compare here. Threshold Prediction

Sets (Sadinle et al., 2019), with two variants, TPS and TPS-Classwise (using class wise

thresholds for adapting to class imbalance). Adaptive Prediction Sets (Romano et al.,

2020) with two variants, APS and APS-Randomized (using the uniform random quantile

adjustments). Regularized Adaptive Prediction Sets (Angelopoulos et al., 2021b),

a variation of APS with a regularization term to ensure that the prediction sets are not

too large. Diffused Adaptive Prediction Sets (Zargarbashi et al., 2023), with two
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variations DAPS and DTPS, which uses a diffusion process over TPS-Classwise. Normalized

Adaptive Prediction Sets (Clarkson, 2023) with three variations corresponding to the

weighing function used. CF-GNN (Huang et al., 2023), a GNN based approach for

conformal prediction. We label the original implementation of CFGNN as CFGNN-Original

and our improved implementations as CFGNN-APS (using randomized APS as the loss

function for training/evaluation) and CFGNN-TPS (using TPS as the loss function for

training/evaluation).

4.6 Results

First, we analyze the efficiency of the methods across different datasets. Figure 4.6.1

shows the efficiency of the methods across different datasets. We find that for each dataset,

irrespective of the train/validation/calib split, TPS is consistently the most efficient method.

However, this often comes at a cost to adaptability. In the next set of results, we show how

using classwise thresholds can provide some degree of adaptability for TPS. Next, we focus

on the adaptability provided by using classwise TPS.

4.6.1 Adaptability through Classwise TPS

From Figure 4.6.2, we see that using classwise TPS successfully provides stratified coverage

over different labels without sacrificing size stratified coverage vs a baseline TPS. At the

limit, even when reducing the number of samples per class from Figure 4.6.3, we can see

that the loss in size stratified coverage is minimal. Thus, at least for the datasets we studied,

TPS-Classwise is a good candidate for an adaptive version of TPS.

4.6.2 APS Randomized Sets

Figure 4.6.4 provide violin plots that compare the efficiency of randomized and non-

randomized version of APS across different datasets and α. We observe that in each case,
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Figure 4.6.1: Plots for efficiency vs α for the major methods across the all the datasets.
Among the baseline methods, TPS consistently has the best efficiency. Result for FS paritttion
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Figure 4.6.2: At a target α = 0.1. Boxplots indicating (left) Label Stratified Coverage.
(right) Size Stratified Coverage for CiteSeer (top) and Cora(bottom). Classwise TPS provides
adaptability when stratified by labels without sacrificing size stratified coverage. Results for
FS splits.
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Figure 4.6.3: At a target α = 0.1, boxplots for size stratified coverage with calibration sets
having (left) 10 samples per class and (right) 40 samples per class for Amazon Photos.

the peaks associated with the randomized version lie to the left of those associated with the

non-randomized version. This indicates that the randomized version consistently provides

a more efficient prediction set. This effect is most pronounced for a dataset having a large

number of potential classes (Cora), which matches with the intuition from Theorem 6 - with

a (K − 1)
(
αAc − αÃC

)
term contributing to the improved efficiency and least pronounced for

PubMed, which has the smallest K = 3. Overall, the empirical results show that the effect

of randomized APS is more apparent for larger number of classes K.

4.6.3 Diffusion Thresholded Adaptative Sets

We compare our proposed Diffusion method–of using TPS-Classwise as the base method–

DTPS against DAPS, which was proposed in (Zargarbashi et al., 2023). From Figure 4.6.5,

we see that when the calibration set is large (TS), DTPS can improve efficiency without

sacrificing adaptiveness for PubMed but not for Cora. However, when we control the number
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Figure 4.6.4: Violin plots denoting efficiencies of APS and Randomized APS across different
datasets and multiple runs in FS split. Randomization consistently improves over the non-
randomized version.
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Figure 4.6.5: Bar charts denoting different metrics associated with DAPS and DTPS across
PubMed (top) and Cora (bottom) for the TS split at α = 0.1. We see that DTPS improves
efficiency for PubMed but not for Cora, with minimal impact to other adaptive metrics.
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Figure 4.6.6: Bar charts denoting different metrics associated with DAPS and DTPS across
the LC splits at α = 0.1 (top) and α = 0.2 (bottom). We see that DTPS deteriorates
significantly as compared to DAPS at higher α.
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of samples per class with LC splits (Figure 4.6.6), we see that DTPS deteriorates significantly

as compared to DAPS at higher α. Based on these results, we can conclude that DTPS is not

a universally better method than DAPS, and its performance is sensitive to the calibration

set size and the number of classes. It may be a viable candidate over DAPS when there is a

sufficiently large calibration set.

4.6.4 CFGNN

We first describe the runtime improvements achieved by using batching and caching in our

CFGNN implementation, and follow it up with an evaluation of CFGNN-APS (randomized)

and CFGNN-Original on the FS and LC splits.

4.6.4.1 Runtime

method baseline batching cache+batch
dataset

CiteSeer 186.61 ± 11.43 8.64 ± 1.76 4.43 ± 0.13
Amazon_Photos 291.11 ± 6.20 29.66 ± 1.03 8.27 ± 0.18
Cora 985.99 ± 62.42 89.80 ± 1.50 28.82 ± 2.08
PubMed 254.38 ± 8.09 58.26 ± 1.68 15.31 ± 0.63
Coauthor_CS 669.48 ± 34.75 72.97 ± 1.21 17.70 ± 1.64
Coauthor_Physics 2089.23 ± 80.00 758.22 ± 15.28 27.63 ± 0.81

Table 4.6.1: Runtime for CFGNN implementations starting from the baseline, then adding
batching, and then adding caching and batching combined. For each setup we compare the
results from 5 runs and provide 95% confidence intervals in the reported results. All runtimes
in seconds, runs executed on a single A100 GPU.

We compare three variations of the CFGNN implementation to demonstrate the impact

of batching and caching on the runtime. Across all comparisons, we use the FS split, with

20%/20% assigned to train/valid sets, and 35% to the calibration dataset. For ease of
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comparison, we fix the CFGNN architecture to a 2-layer GCN having 128 hidden units. We

use the best base GNN parameters for each dataset and split. The baseline implementation

follows the setup used by (Huang et al., 2023), where the CFGNN is trained with full batch

gradient descent for 1000 epochs. Our improved implementation, which uses batched descent,

is able to achieve an equivalent efficiency in only 20 epochs, without any batch size tuning

(we set the batch size to 64 for consistent comparison). Finally, we add caching of the output

probabilities from the base GNN to the batched implementation, which further reduces the

runtime. Table 4.6.1 describes the comparison of the batching, and the combined batching

+ caching improvements. We discard the first run in each experiment as it includes the

warm up time for running on the GPU. We note that our implementation is able to achieve

improvements ranging from 16.6x (PubMed) to 75.6x (Coauthor_Physics) in runtime over

the baseline implementation.

4.6.4.2 Evaluation

We implement an improved version of CFGNN-APS which uses the randomized APS loss

in both training and evaluation. In contrast, CFGNN-Original uses TPS during training and

non-randomized APS during evaluation. We compare the efficiency of CFGNN-APS and

CFGNN-Original in Figure 4.6.7. We see that CFGNN-APS improves or matches efficiency

in 5/6 cases. For these results, we only trained the parameters of the CFGNN, keeping

the architecture fixed. Further tuning of the architecture may improve the performance of

CFGNN-APS.

Finally, originally, CFGNN was evaluated on FC splits. We benchmark its performance

on LC splits in Figure 4.6.8. We see that CFGNN is unstable for the LC setting. One

potential reason for this is that the CFGNN is not designed to handle the LC setting as
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Figure 4.6.7: Bar charts denoting efficiency for CFGNN-APS and CFGNN-Original across
the TS split at α = 0.1. We see that CFGNN-APS improves or matches efficiency in most
cases.

Figure 4.6.8: Bar charts denoting efficiency for CFGNN-APS and CFGNN-Original across
the LC split at α = 0.1 with 10 samples per class (left) and 20 samples per class (right). We
see that CFGNN is unstable for the LC setting.
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the data may be insufficient to train a conformal model. Exploring methods to improve the

stability of CFGNN in the LC setting is an area for future work.

4.7 Conclusion

In this chapter, we demonstrated the tradeoffs associated with the choices made in the

implementation of graph conformal prediction. We provide various recommendations for

different dataset splits, methods, and evaluation metrics, which indicates relevant directions

for future work in graph conformal prediction.
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Appendix

4.A Optimal τ for APS

For simplicity, assume that the probabilities are distinct.

From the definition of A equation 4.4

A(x, y, u; π̂) = min{τ ∈ [0, 1] : y ∈ S(x, u; π̂, τ)}

Define

Σπ̂(x,m) =
m∑
i=1

π̂(i)(x)

From the definition of S(x, u; π̂, τ) from equation 4.3, conisder the following cases:

Case 1: τ = Σπ̂(x, ry), then L(x; π̂, τ) = y and thus, V (x;π, τ) = 0. Thus Pr[u >

V (x;π, τ)] = 1 and hence, P [y ∈ S(x, u; π̂, τ)] = 1.

Case 2: τ = Σπ̂(x, ry − 1), then y ̸∈ S(x, u, π̂, τ) in either case, since only classes with

π̂i(x) > π̂y(x) could be included.

Case 3: τ = Σπ̂(x, ry)− επ̂y. Then we have L(x; π̂, τ) = y again, and

V (x;π, τ) =
1

π̂y(x)


 ry∑
j=1

π̂(j)(x)

− τ


=
1

π̂y(x)


 ry∑
j=1

π̂(j)(x)

− (Σπ̂(x, ry)− επ̂y)


= ε
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For y to be included in S(x, u; π̂, τ), we would require that u ≥ V (x;π, τ), i.e., u ≥ ε. We

want the minimal τ , which is equivalent to maximizing ε. Thus, τ = Σπ̂(x, ry)− uπ̂y is the

required solution.

4.A.1 Non-randomized set

The inclusion criterion for the score given the threshold τ is Ã(x, y; p̂i) ≤ τ

To include the currct label yi while minimizing the chosen threshold τ , we would require

τ =
ryi∑
j=1

π̂(j)(x)

117



Chapter 5: Stylometry on the Darkweb

Darkweb market forums are frequently used to exchange illegal goods and services

between parties who use encryption to conceal their identities. The Tor network is used

to host these markets, which guarantees additional anonymization from IP and location

tracking, making it challenging to link across malicious users using multiple accounts (sybils).

Additionally, users migrate to new forums when one is closed further increasing the difficulty

of linking users across multiple forums. We develop a novel stylometry-based multitask

learning approach for natural language and model interactions using graph embeddings to

construct low-dimensional representations of short episodes of user activity for authorship

attribution. We provide a comprehensive evaluation of our methods across four different

darkweb forums demonstrating its efficacy over the state-of-the-art, with a lift of up to

2.5X on Mean Retrieval Rank and 2X on Recall@10. Our approches demonstrate domain

adaptation for author identification across different darkweb forums. The results in this

chapter are based on our work published at EMNLP 2021 (Maneriker et al., 2021a).

5.1 Introduction

Crypto markets are “online forums where goods and services are exchanged between parties

who use digital encryption to conceal their identities” (Martin, 2014). They are typically

hosted on the Tor network, which guarantees anonymization in terms of IP and location
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tracking. The identity of individuals on a crypto-market is associated only with a username;

therefore, building trust on these networks does not follow conventional models prevalent in

eCommerce. Interactions on these forums are facilitated by means of text posted by their

users. This makes the analysis of textual style on these forums a compelling problem.

Stylometry is the branch of linguistics concerned with the analysis of authors’ style.

Text stylometry was initially popularized in the area of forensic linguistics, specifically to

the problems of author profiling and author attribution (Juola, 2006; Rangel et al., 2013).

Traditional techniques for authorship analysis on such data rely upon the existence of long

text corpora from which features such as the frequency of words, capitalization, punctuation

style, word and character n-grams, function word usage can be extracted and subsequently

fed into any statistical or machine learning classification framework, acting as an author’s

‘signature’. However, such techniques find limited use in short text corpora in a heavily

anonymized environment.

Advancements in using neural networks for character and word-level modeling for au-

thorship attribution aim to deal with the scarcity of easily identifiable ‘signature’ features

and have shown promising results on shorter text (Shrestha et al., 2017). Andrews and

Bishop (2019) drew upon these advances in stylometry to propose a model for building

representations of social media users on Reddit and Twitter. Motivated by the success of

such approaches, we develop a novel methodology for building authorship representations for

posters on various darknet markets. Specifically, our key contributions include:

First, a representation learning approach that couples temporal content stylometry with

access identity (by levering forum interactions via meta-path graph context information) to

model and enhance user (author) representation;
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Second, a novel framework for training the proposed models in a multitask setting across

multiple darknet markets, using a small dataset of labeled migrations, to refine the represen-

tations of users within each individual market, while also providing a method to correlate

users across markets;

Third, a detailed drill-down ablation study discussing the impact of various optimizations and

highlighting the benefits of both graph context and multitask learning on forums associated

with four darknet markets - Black Market Reloaded, Agora Marketplace, Silk Road, and Silk

Road 2.0 - when compared to the state-of-the-art alternatives.

5.2 Related Work

Darknet Market Analysis: Content on the dark web includes resources devoted to

illicit drug trade, adult content, counterfeit goods and information, leaked data, fraud, and

other illicit services (Biryukov et al., 2014). Also included are forums discussing politics,

anonymization, and cryptocurrency. Biryukov et al. (2014) found that while a vast majority

of these services were in English (about 84%), a total of about 17 different languages were

detected. Analysis of the volume of transactions and number of users on darknet markets

indicates that they are resilient to closures; rapid migrations to newer markets occur when

one market shuts down (ElBahrawy et al., 2019).

Recent work (Fan et al., 2018; Hou et al., 2017; Fu et al., 2017; Dong et al., 2017) has

levered the notion of a heterogeneous information network (HIN) embedding to improve graph

modeling, where different types of nodes, relationships (edges) and paths can be represented

through typed entities. Zhang et al. (2019a) used a HIN to model marketplace vendor sybil14

accounts on the darknet, where each node representing an object is associated with various

features (e.g. content, photography style, user profile and drug information). Similarly, Kumar

14a single author can have multiple users accounts which are considered as sybils
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et al. (2020) proposed a multi-view unsupervised approach which incorporated features of

text content, drug substances, and locations to generate vendor embeddings. We note that

while such efforts (Zhang et al., 2019a; Kumar et al., 2020) are related to our work, there

are key distinctions. First, such efforts focus only on vendor sybil accounts. Second, in

both cases, they rely on a host of multi-modal information sources (photographs, substance

descriptions, listings, and location information) that are not readily available in our setting -

limited to forum posts. Third, neither effort exploits multitask learning.

Authorship Attribution of Short Text: Kim (2014) introduced convolutional neural

networks (CNNs) for text classification. Follow-up work on authorship attribution (Ruder

et al., 2016; Shrestha et al., 2017) leveraged these ideas to demonstrate that CNNs outper-

formed other models, particularly for shorter texts. The models proposed in these works

aimed at balancing the trade-off between vocabulary size and sequence length budgets based

on tokenization at either the character or word level. Further work on subword tokeniza-

tion (Sennrich et al., 2016), especially byte-level tokenization, have made it feasible to

share vocabularies across data in multiple languages. Models built using subword tokenizers

have achieved good performance on authorship attribution tasks for specific languages (e.g.,

Polish (Grzybowski et al., 2019)) and also across multilingual social media data (Andrews

and Bishop, 2019). Non-English as well as multilingual darknet markets have been increasing

in number since 2013 (Ebrahimi et al., 2018b). Our work builds upon all these ideas by using

CNN models and experimenting with both character and subword level tokens.

Multitask learning (MTL): MTL (Caruana, 1997), aims to improve machine learning

models’ performance on the original task by jointly training related tasks. MTL enables

deep neural network-based models to better generalize by sharing some of the hidden layers

among the related tasks. Different approaches to MTL can be contrasted based on the
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sharing of parameters across tasks - strictly equal across tasks (hard sharing) or constrained

to be close (soft-sharing) (Ruder, 2017). Such approaches have been applied to language

modeling (Howard and Ruder, 2018), machine translation (Dong et al., 2015), and dialog

understanding (Rastogi et al., 2018).

5.3 Datasets

Munksgaard and Demant (2016) studied the politics of darknet markets using structured

topic models on the forum posts across six large markets. We start with this dataset and

perform basic pre-processing to clean up the text for our purposes. We focus on four of

the six markets - Silk Road (SR), Silk Road 2.0 (SR2), Agora Marketplace (Agora), and

Black Market Reloaded (BMR). We exclude ‘The Hub’ as it is not a standard forum but an

‘omni-forum’ (Munksgaard and Demant, 2016) for discussion of other marketplaces and has

a significantly different structure, which is beyond the scope of this work. We also exclude

‘Evolution Marketplace’ since none of the posts had PGP information present in them and

thus were unsuitable for migration analysis.

Pre-processing We add simple regex and rule based filters to replace quoted posts (i.e.,

posts that are begin replied to), PGP keys, PGP signatures, hashed messages, links, and

images each with different special tokens ([QUOTE], [PGP PUBKEY], [PGP SIGNATURE], [PGP

ENCMSG], [LINK], [IMAGE]). We retain the subset of users with sufficient posts to create at

least two episodes worth of posts. In our analysis, we focus on episodes of up to 5 posts. To

avoid leaking information across time, we split the dataset into approximately equal-sized

train and test sets with a chronologically midway splitting point such that half the posts on

the forum are before that time point. Statistics for data after pre-processing is provided in

Table 5.3.1. Note that the test data can contain authors not seen during training.
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Market Train Posts Test Posts #Users train #Users test

SR 379382 381959 6585 8865
SR2 373905 380779 5346 6580
BMR 30083 30474 855 931
Agora 175978 179482 3115 4209

Table 5.3.1: Dataset Statistics for Darkweb Markets.

Cross-dataset Samples Past work has established PGP keys as strong indicators of shared

authorship on darkweb markets (Tai et al., 2019). To identify different user accounts across

markets that correspond to the same author, we follow a two-step process. First, we select

the posts containing a PGP key, and then pair together users who have posts containing

the same PGP key. Following this, we still have a large number of potentially incorrect

matches (including scenarios such as information sharing posts by users sharing the PGP key

of known vendors from a previous market). We manually check each pair to identify matches

that clearly indicate whether the same author or different authors posted them, leading to

approximately 100 reliable labels, with 33 pairs matched as migrants across markets.

5.4 Methodology: SYSML Framework

Motivated by the success of social media user modeling using combinations of multiple

posts by each user (Andrews and Bishop, 2019; Noorshams et al., 2020), we model posts

on darknet forums using episodes. Each episode consists of the textual content, time, and

contextual information from multiple posts. A neural network architecture fθ maps each

episode to combined representation e ∈ RE . The model used to generate this representation

is trained on various metric learning tasks characterized by a second set of parameters

gϕ : RE −→ R. We design the metric learning task to ensure that episodes having the same
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author have similar embeddings. Figure 5.4.1 describes the architecture of this workflow

and the following sections describe the individual components and corresponding tasks.

Note that our base modeling framework is inspired by the social media user representations

built by Andrews and Bishop (2019) for a single task. We add meta-path embeddings and

multitask objectives to enhance the capabilities of SYSML. Our implementation is available

at: https://github.com/pranavmaneriker/SYSML.

   

Figure 5.4.1: Overall SYSML Workflow.

5.4.1 Component Embeddings

Each episode e of length L consists of multiple tuples of texts, times, and contexts

e = {(ti, τi, ci)|1 ≤ i ≤ L}

. Component embeddings map individual components to vector spaces. All embeddings are

generated from the forum data only; no pretrained embeddings are used.

Text Embedding First, we tokenize every input text post using either a character-level

or byte-level tokenizer. A one-hot encoding layer followed by an embedding matrix Et of

dimensions |V |×dt where V is the token vocabulary and dt is the token embedding dimension

embeds an input sequence of tokens T0, T1, . . . , Tn−1. We get a sequence embedding

of dimension n × dt. Following this, we use f sliding window filters, with filters sized
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Figure 5.4.2: Text Embedding CNN (Kim, 2014).

F = {2, 3, 4, 5} to generate feature-maps which are then fed to a max-over-time pooling

layer, leading to a |F | × f dimensional output (one per filter). Finally, a fully connected

layer generates the embedding for the text sequence, with output dimension dt. A dropout

layer prior to the final fully connected layer prevents overfitting, as shown in Figure 5.4.2.

Time Embedding The time information for each post corresponds to when the post was

created and is available at different granularities across darknet market forums. To have a

consistent time embedding across different granularities, we only consider the least granular

available date information (date) available on all markets. We use the day of the week for

each post to compute the time embedding by selecting the corresponding embedding vector

of dimension dτ from the matrix Ew.

Structural Context Embedding The context of a post refers to the threads that it may be

associated with. Past work (Andrews and Bishop, 2019) used the subreddit as the context for

a Reddit post. In a similar fashion, we encode the subforum of a post as a one-hot vector and

use it to generate a dc dimensional context embedding. In the previously mentioned work,
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this embedding is initialized randomly. We deviate from this setup and use an alternative

approach based on a heterogeneous graph constructed from forum posts to initialize this

embedding.

Definition 4 (Heterogeneous Graph). A heterogeneous graph G = (V,E, T ) is one where

each node v and edge e are associated with a ‘type’ Ti ∈ T , where the association is given by

mapping functions ϕ(v) : V → TV , ψ(e) : E → TE, where |TV |+ |TE | > 2

The constraint on TV,E ensures that at least one of TV and TE have more than one

element (making the graph heterogeneous). Specifically, we build a graph in which there

are four types of nodes: user (U), subforum (S), thread (T), and post (P), and each edge

indicates either a post of new thread (U-T), reply to existing post (U-P) or an inclusion (T-P,

S-T) relationship. To learn the node embeddings in such heterogeneous graphs, we leverage

the metapath2vec (Dong et al., 2017) framework with specific meta-path schemes designed

for darknet forums. Each meta-path scheme can incorporate specific semantic relationships

into node embeddings. For example, Figure 5.4.3 shows an instance of a meta-path ‘UTSTU’,

which connects two users posting on threads in the same subforum and goes through the

relevant threads and subforum. Our analysis is user focused; to capture user behavior, we

consider all metapaths starting from and ending at a user node. Thus, to fully capture

the semantic relationships in the heterogeneous graph, we use seven meta-path schemes:

UPTSTPU, UTSTPU, UPTSTU, UTSTU, UPTPU, UPTU, and UTPU. As a result, the

learned embeddings will preserve the semantic relationships between each subforum, included

posts as well as relevant users (authors). Metapath2vec generates embeddings by maximizing

the probability of heterogeneous neighbourhoods, normalizing it across typed contexts. The
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Figure 5.4.3: An instance of meta-path ‘UTSTU’ in a subgraph of the forum graph.

optimization objective is:

argmax
θ

∏
v∈V

∏
t∈Tv

∏
ct∈Nt(v)

p(ct|v; θ)

Where θ is the learned embedding, Nt(v) denotes v’s neighborhood with the tth type of node.

In practice, this is equivalent to running a word2vec (Mikolov et al., 2013a) style skip gram

model over the random walks generated from the meta-path schemes when p(ct|v; θ) = is

defined as a softmax function. Further details of metapath2vec can be found in the paper by

Dong et al. (2017).

5.4.2 Episode Embedding

The embeddings of each component of a post are concatenated into a de = dt + dτ + dc

dimensional embedding. An episode with L posts, therefore, has a L× de embeddings. We

generate a final embedding for each episode, given the post embeddings using two different

models. In Mean Pooling, the episode embedding is the mean of L post embeddings,

resulting in a de dimensional episode embedding. For the Transformer, the episode

embeddings are fed as the inputs to a transformer model (Devlin et al., 2019; Vaswani et al.,
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Figure 5.4.4: Architecture for Transformer Pooling.

2017), with each post embedding acting as one element in a sequence for a total sequence

length L. We follow the architecture proposed by Andrews and Bishop (2019) and omit

a detailed description of the transformer architecture for brevity (Figure 5.4.4 shows an

overview). Note that we do not use positional embeddings within this pooling architecture.

The parameters of the component-wise models and episode embedding models comprise the

episode embedding fθ : {(t, τ, c)}L −→ RE .

5.4.3 Metric Learning

An important element of our methodology is the ability to learn a distance function over

user representations. We use the username as a label for the episode e within the market M

and denote each username as a unique label u ∈ UM . Let W = |UM | × dE represent a matrix

denoting the weights corresponding to a specific metric learning method and let x∗ = x
||x|| .
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An example of a metric learning loss would be Softmax Margin, i.e., cross-entropy based

softmax loss.

P (u|e) = eWude

|UM |∑
j=1

eWjde

We also explore alternative metric learning approaches such as Cosface (CF) (Wang et al.,

2018), ArcFace (AF) (Deng et al., 2019), and MultiSimilarity (MS) (Wang et al., 2019b).

5.4.4 Single-Task Learning

The components discussed in the previous sections are combined together to generate an

embedding and the aforementioned tasks are used to train these models. Given an episode

e = {(ti, τi, ci)|1 ≤ i ≤ L}, the componentwise embedding modules generate embedding for

the text, time, and context, respectively. The pooling module combines these embeddings

into a single embedding e ∈ RE . We define fθ as the combination of the transformations that

generate an embedding from an episode. Using a final metric learning loss corresponding

to the task-specific gϕ, we can train the parameters θ and ϕ. The framework, as defined

in Figure 5.4.1, results in a model trainable for a single market Mi. Note that the first

half of the framework (i.e., fθ) is sufficient to generate embeddings for episodes, making

the module invariant to the choice of gϕ. However, the embedding modules learned from

these embeddings may not be compatible for comparisons across different markets, which

motivates our multi-task setup.

5.4.5 Multi-Task Learning

We use authorship attribution as the metric learning task for each market. Further, a

majority of the embedding modules are shared across the different markets. Thus, in a

multi-task setup, the model can share episode embedding weights (except context, which
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is market dependent) across markets. A shared BPE vocabulary allows weight sharing for

text embedding on the different markets. However, the task-specific layers are not shared

(different authors per dataset), and sharing fθ does not guarantee alignment of embeddings

across datasets (to reflect migrant authors). To remedy this, we construct a small, manually

annotated set of labeled samples of authors known to have migrated from one market to

another. Additionally, we add pairs of authors known to be distinct across datasets. The

cross-dataset consists of all episodes of authors that were manually annotated in this fashion.

The first step in the multi-task approach is to choose a market (TM ) or cross-market (Tcr)

metric learning task Ti ∼ T = {TM , Tcr}. Following this, a batch of N episodes E ∼ Ti is

sampled from the corresponding task. The embedding module generates the embedding

for each episode fNθ : E −→ RN×E . Finally, the task-specific metric learning layer gTiϕ is

selected and a task-specific loss is backpropagated through the network. Note that in the

cross-dataset, new labels are defined based on whether different usernames correspond to

the same author and episodes are sampled from the corresponding markets. Figure 5.4.5

demonstrates the shared layers and the use of cross-dataset samples. The overall loss function

is the sum of the losses across the markets: L = E
Ti∼T , E∼Ti

[Li(E)].

5.5 Evaluation

While ground truth labels for a single author having multiple accounts are unavailable,

individual models can still be compared by measuring their performance on authorship

attribution as a proxy. We evaluated our method using retrieval-based metrics over the

embeddings generated by each approach. Denote the set of all episode embeddings as

E = {e1, . . . en} and let Q = {q1, q2, . . . qκ} ⊂ E be the sampled subset. We computed the

cosine similarity of the query episode embeddings with all episodes. Let Ri = ⟨ri1, ri2, . . . rin⟩

130



Figure 5.4.5: Multi-task setup. Shaded nodes are shared
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denote the list of episodes in E ordered by their cosine similarity with episode qi (excluding

itself) and let A(.) map an episode to its author. The following measures are computed.

Mean Reciprocal Rank: (MRR) The RR for an episode is the reciprocal rank of the first

element (by similarity) with the same author. MRR is the mean of reciprocal ranks for a

sample of episodes.

MRR(Q) =
1

κ

κ∑
i=1

1

min
j

(A(rij) = A(ei))

Recall@k: (R@k) Following Andrews and Bishop (2019), we define the R@k for an episode

ei to be an indicator denoting whether an episode by the same author occurs within the

subset ⟨ri1, . . . , rik⟩. R@k denotes the mean of these recall values over all the query samples.

R@k =
1

κ

κ∑
i=1

1{∃ j|1≤j≤k,A(rij)=A(ei)}

Baselines We compare our best model against two baselines. First, we consider a popular

short text authorship attribution model (Shrestha et al., 2017) based on embedding each post

using character CNNs. While the method had no support for additional attributes (time,

context) and only considers a single post at a time, we compare variants that incorporate

these features as well. The second method for comparison is invariant representation of

users (Andrews and Bishop, 2019). This method considers only one dataset at a time and

does not account for graph-based context information. Results for episodes of length 5 are

shown in Table 5.5.1

5.6 Analysis

5.6.1 Model and Task Variations

To compare the variants using statistical tests, we compute the MRR of the data grouped

by market, episode length, tokenizer, and a graph embedding indicator. This leaves a
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Method BMR Agora SR2 SR
MRR R@10 MRR R@10 MRR R@10 MRR R@10

Shrestha et al. (2017) (CNN) 0.07 0.165 0.126 0.214 0.082 0.131 0.036 0.073
+ time + context 0.235 0.413 0.152 0.263 0.118 0.21 0.094 0.178
+ time + context + transformer pooling 0.219 0.409 0.146 0.266 0.117 0.207 0.113 0.205
Andrews and Bishop (2019) (IUR)
mean pooling 0.223 0.408 0.114 0.218 0.126 0.223 0.109 0.19
transformer pooling 0.283 0.477 0.127 0.234 0.13 0.229 0.118 0.204
SYSML (single) 0.32 0.533 0.152 0.279 0.123 0.21 0.157 0.266
- graph context 0.265 0.454 0.144 0.251 0.089 0.15 0.049 0.094
-graph context - time 0.277 0.477 0.123 0.198 0.079 0.131 0.04 0.08
SYSML (multitask) 0.438 0.642 0.303 0.466 0.304 0.464 0.227 0.363
- graph context 0.396 0.602 0.308 0.469 0.293 0.442 0.214 0.347
- graph context - time 0.366 0.575 0.251 0.364 0.236 0.358 0.167 0.28

Table 5.5.1: Best performing results in bold. Best performing single-task results in italics.
All σMRR < 0.02, σR@10 < 0.03, For all metrics, higher is better. Results suggest single-task
performance largely outperforms the state-of-the-art (Shrestha et al., 2017; Andrews and
Bishop, 2019), while our novel multi-task cross-market setup offers a substantive lift (up to
2.5X on MRR and 2X on R@10) over single-task performance.

small number of samples for paired comparison between groups, which precludes making

normality assumptions for a t-test. Instead, we applied the paired two-samples Wilcoxon-

Mann-Whitney (WMW) test (Mann and Whitney, 1947). The first key contribution of our

model is the use of meta-graph embeddings for context. The WMW test demonstrates that

using pretrained graph embeddings was significantly better than using random embeddings

(p < 0.01). Table 5.5.1 shows a summary of these results using ablations. For completeness

of the analysis, we also compare the character and BPE tokenizers. WMW failed to find any

significant differences between the BPE and character models for embedding (table omitted

for brevity). Many darkweb markets tend to have more than one language (e.g., BMR had a

large German community), and BPE allows a shared vocabulary to be used across multiple

datasets with very few out-of-vocab tokens. Thus, we use BPE tokens for the forthcoming

multitask models.
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Figure 5.6.1: Drill-down: one-at-a-time vs. multitask.

Multitask Our second key contribution is the multitask setup. Table 5.5.1 demonstrates

that SYSML (multitask) outperforms all baselines on episodes of length 5. We further

compare runs of the best single task model for each market against a multitask model.

Figure 5.6.1 demonstrates that multitask learning consistently and significantly (WMW:

p < 0.01) improves performance across all markets and all episode lengths.

Metric Learning Recent benchmark evaluations have demonstrated that different metric

learning methods provide only marginal improvements over classification (Musgrave et al.,

2020; Zhai and Wu, 2019). We experimented with various state-of-the-art metric learning

methods (§5.4.3) in the multi task setup and found that softmax-based classification (SM)

was the best performing method in 3 of 4 cases for episodes of length 5 (Figure 5.6.2). Across
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all lengths, SM is significantly better (WMW: p < 1e − 8) and therefore we use SM in

SYSML.

Figure 5.6.2: Task comparison: SM and CF are better performing two methods, with SM
better in 3 of 4 cases.

5.6.2 Novel Users

The dataset statistics (Table 5.3.1) indicate that there are users in each dataset who

have no posts in the time period corresponding to the training data. To understand the

distribution of performance across these two configurations, we compute the test metrics

over two samples. For one sample, we constrain the sampled episodes to those by users who

have at least one episode in the training period (Seen Users). For the second sample, we

sample episodes from the complement of the episodes that satisfy the previous constraint

(Novel Users). Figure 5.6.3 shows the comparison of MRR on these two samples against the
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Figure 5.6.3: Lift on the multitask setup across users.

best single task model for episodes of length 5. Unsurprisingly, the first sample (Seen Users)

have better query metrics than the second (Novel Users). However, importantly both of

these groups outperformed the best single task model results on the first group (Seen Users),

which demonstrates that the lift offered by the multitask setup is spread across all users.

Episode Length Figure 5.6.4 shows a comparison of the mean performance of each model

across various episode lengths. We see that compared to the baselines, SYSML can combine

contextual and stylistic information across multiple posts more effectively. Additional results

(see appendix), indicate that this trend continues for larger episode sizes.

From Figure 5.6.5, we see that the number of users reduces rapidly as the posts per user

decrease. Thus, we limited our analysis to up to 5 posts per episode. For completeness,

we also provide additional results for 7 and 9 posts per episode in Table 5.6.1 and 5.6.2
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Figure 5.6.4: SYSML is more effective at utilizing multi post stylometric information

Figure 5.6.5: Frequency of number of posts per user
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Method BMR Agora SR2 SR
MRR R@10 MRR R@10 MRR R@10 MRR R@10

SYSML (singletask) 0.305 0.508 0.186 0.32 0.159 0.273 0.14 0.246
SYSML (multitask) 0.484 0.689 0.349 0.519 0.401 0.556 0.292 0.429

Table 5.6.1: Additional results for 7 posts per episode

Method BMR Agora SR2 SR
MRR R@10 MRR R@10 MRR R@10 MRR R@10

SYSML (singletask) 0.264 0.48 0.146 0.249 0.165 0.272 0.194 0.319
SYSML (multitask) 0.4667 0.648 0.357 0.498 0.377 0.522 0.299 0.449

Table 5.6.2: Additional results for 9 posts per episode

respectively. Note that the histogram has some non-smooth bumps at around 10, 50, 100

posts as they act as the minimum number of posts for different levels of forum users. As

explained in a previous section, users post on ‘newbie’ forums until they reach a specific

number of posts, leading to these unusual bumps in the histogram. We note that the

performance of our methods continues to improve as the posts per episode are increased

(at a cost to coverage - number of users studied), though the improvement is higher in the

bigger markets as these tend to have a sufficiently large number of individuals with a higher

number of total posts.

5.7 Case Study

5.7.1 Qualitative Analysis of Attribution:

In this section, we consider the average (euclidean) distance between each pair of episodes

by the same author as a heuristic for stylometric identifiability (SI), where lower average

distance corresponds to higher SI and vice versa. Somewhat surprisingly, authors with a
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small number of total episodes (< 10) were found at both extremes of identifiability, while

the authors with the highest number of episodes were in the intermediate regions, suggesting

that SI is not strongly correlated with episode length. Next, we further investigate these

groups.

High SI authors: Among the 20 users with the lowest average distance between episodes,

a single pattern is prominent. This first group of high SI users are "newbie" users. On a

majority of analyzed forums, a minimum number of posts by a user is required before posting

restrictions are removed from the user’s account. Thus, users create threads on ‘Newbie

Discussion’ subforums. Typical posts on these threads include repeated posting of the same

message or numbered posts counting up to the minimum required. As users tend to make

all these posts within a fixed time frame, the combination of repeated, similar stylistic text

and time makes the posts easy to identify. Exemplar episodes from this "newbie" group are

shown in Table 5.7.1.

After filtering these users out, we identified a few more notable high SI users. These

include an author on BMR with frequent ‘£’ symbol and ellipses (‘...’) and an author on

Agora who only posted referral links (with an eponymous username ‘ReferralLink’). Finally,

restricting posts to those made by 200 most frequently posting users (henceforth, T200), we

found a user (labeled HSI-Sec15) who frequently provided information on security, where

character n-grams corresponding to ‘PGP’, ’Key’, ’security’ are frequent (Table 5.7.2). Thus,

SYSML is able to leverage vocabulary and punctuation-based cues for SI.

Low SI authors: Here, we attempt to characterize the post episode styles that are

challenging for SYSML to attribute to the correct author. Seminal work by Brennan and

Greenstadt (2009); Brennan et al. (2012) has demonstrated that obfuscation and imitation

15pseudonym
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Thread Posts

Spam to 50 & Get out of Noobville 26, 27, 28, 29, 30
Post 30 Times . . . To Post Anywhere 7, 8, 9, . . .
Spam to 50 . . . 46, 47, . . . , Yeah 50 Spam!
. . . use my link . . . [LINK], Here is my ref link [LINK], Try this

link [LINK], . . .

Table 5.7.1: Examples of highly identifiable posts.

based strategies are effective against text stylometry. We analyze the T200 authors who had

high inter-episode distances to ascertain whether this holds true for SYSML. For the least

(and third least) identifiable author among T200, we find that frequent word n-grams are

significantly less frequent than those for the most identifiable author from this subset (most

frequent token occurs ∼ 600 times vs. ∼ 4800 times for identifiable) despite having more

episodes overall. Further, one of the most frequent tokens is the [QUOTE] token, implying

that this author frequently incorporates other authors’ quotes into their posts. This strategy

is analogous to the imitation based attack strategy proposed by Brennan et al. (2012). For

the second least identifiable T200 author, we find that the frequent tokens have even fewer

occurrences, and the special token [IMAGE] and its alternatives are among the frequent

tokens - suggesting that an obfuscation strategy based on diversifying the vocabulary is

effective. Some samples are presented in Table 5.7.2 under LSI-1 and LSI-2.

Gradient-based attribution: To cement our preceding hypotheses, we investigate whether

the generated embedding can be attributed to phrases in the input which were mentioned in

the previous section. We use Integrated Gradients (Sundararajan et al., 2017), an axiomatic

approach to input attribution. Integrated Gradients assign an importance score to each

feature which corresponds to an approximation of the integral of the gradient of a model’s
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Author Word Importance

. . . 2 cents, anyway . . . PGP Key Fingerprint = . . .

HSI-
Sec

. . . PGP Key Fingerprint . . . ... . . . security is NOT retroactive .

. . . Is it possible for a gpg key to request that )
Check out the link in my sig . . . [ IMAGE alt=8)]

LSI-1 Hey dude, just run a search . . . I can not help much . . . Im sure if you ask
. . . German , he may be willing to lend a hand. Good luck freind [ IMAGE
alt=8)]

[ QUOTE ] From: . . . Just my opinion, I ’ve done just about everything, . . .
IMAGE alt=8)] couldnt agree more

LSI-2 [ QUOTE ] From : . . . strangely enough, when im in . . . I too jab-
ber meaningless jibberish . . .

Negative Neutral Positive

Table 5.7.2: Integrated Gradient based attribution of posts

output with respect to the input features along a path from some reference baseline value

(in our case, all [PAD] tokens) to the input feature. In Table 5.7.2, the highlight color

corresponds to the attribution importance score for the presented posts. We observed that

the attribution scores correspond to our intuitions: HSI-Sec had high importance for security

words, LSI-1 had obfuscated posts due to the presence of common image tokens, and LSI-2

had quotes mixed in, lead to misattribution (imitation-like strategy).

5.7.2 Migrant Analysis

To understand the quality of alignment from the episode embeddings generated by our

method, we use a simple top-k heuristic: for each episode of a user, find the top-k nearest

neighboring episodes from other markets, and count the most frequently occurring user

among these (candidate sybil account). Figure 5.7.1 shows a UMAP projection for T200.

Users of each market are colored by sequential values of a single hue (i.e., reds - SR2, blues -
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Figure 5.7.1: UMAP visualization of cross dataset embeddings for the top 200 authors, one
hue per market. Circles denote the same user in two different markets.
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SR, etc.). The circles in the figure highlight the top four pairs of users (top candidate sybils)

with a frequent near neighbor from a different market. We find that each of these pairs can

be verified as sybil accounts, either by a shared username (A, C, D) or by manual inspection

of posted information (B). Note that none of these pairs were pre-matched using PGP - none

were present in the high-precision matches. Thus, SYSML is able to identify high ranking

sybil matches reflecting users that migrate from one market to another.

5.8 Ethical Considerations

The research conducted in this study was deemed to be exempt research by the Ohio

State University’s Office of Responsible Research Practices, since the forum data is classified

as ’publicly available’. Darknet forum data is readily available publicly across multiple

markets (Branwen et al., 2015; Munksgaard and Demant, 2016) and we follow standard

practices for the darkweb (Kumar et al., 2020) limiting our analysis to publicly available

information only. The data was originally collected to study the prevalence of illicit drug

trade and the politics surrounding such trades.

Limiting Harm To the best of our knowledge, the collected data does not contain leaked

private information (Munksgaard and Demant, 2016). Beyond relying on the exempt nature

of the study, we also strive to take further steps for minimizing harms from our research.

In accordance with the ACM Code of Ethics and to limit potential harm, we carry out

substantial pre-processing (§5.3) to remove links, images, and keys that may contain sensitive

information. Towards respecting the privacy of subjects, we do not connect the identity

of users to any private information; our method serves only to link users across markets.

Further, in this study, we restrict our analysis to darknet markets that have been inactive

for several years. The darknet market community has itself taken steps over the past few
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years to link identities of trustworthy members across market closure via development of

information hubs such as Grams, Kilos, and Recon (Broadhurst et al., 2021). Our efforts

aim to understand the formative years that lead towards this centralization.

Inclusiveness Our methods do not attempt to characterize any traits of the users making

the posts. Based on our analysis, the datasets contain posts in English, German, and Italian.

Thus, our methods may be limited in applicability and biased in performance for languages

belonging to these and related Indo-European languages.

Potential for Dual Use Our goal is to understand how textual style evolves on darknet

markets and how users on such markets may misuse them for scams and illicit activities. This

digital forensic analysis can be put to good use for understanding trust signalling on these

markets. We understand the potential harm from dual use; stylometric methods could be used

for the identification of users who may not want their identity to be made public, especially

when they are subject of hostile governments. We believe that making the information about

the existence of such stylometric advances public and providing prescriptions for avoidance

techniques (§5.7.1) would aid users who may not know of strategies that they can use to

preserve their anonymity. Existing work (Noorshams et al., 2020; Andrews and Bishop,

2019) has already expanded the use of stylometry to the open web. Thus, we have made the

analysis of patterns that lower stylometric identifiability one focus of our case study.

5.9 Conclusion

We develop a novel stylometry-based multitask learning approach that leverages graph

context to construct low-dimensional representations of short episodes of user activity for

authorship and identity attribution. Our results on four different darknet forums suggest that

both graph context and multitask learning provides a significant lift over the state-of-the-art.
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In the future, we hope to evaluate how such methods can be levered to analyze how users

maintain trust while retaining anonymous identities as they migrate across markets. Further,

we hope to quantitatively evaluate the migration detection to assess the evolution of textual

style and language use on darknet markets. Characterizing users from a small number of

episodes has important applications in limiting the propagation of bot and troll accounts,

which will be another direction of future work.
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Chapter 6: Towards Robust Author Representations

In the previous chapter, we explored the applicability of graph structure in augmenting

author identification models. However, we were limited to generalizing across different forums

and across time. In this chapter, we will explore the applicability of models trained for author

representation learning on large, clear web datasets. We will first quantify whether such

models can be used to improve author identification on darkweb forums. Further, we will

evaluate the limitations of models trained on large, clear web datasets generalizing across time

and demographics. We investigate the research questions using the LUAR model (Rivera-Soto

et al., 2021) as the base author representation model, described in the following text. The

first part of this work was also presented as a conference talk at the Cambridge Cybercrime

Centre’s Sixth Annual Cybercrime Conference (Maneriker et al., 2023b).

6.1 Universal Author Representations: Architecture

Figure 6.1.1 shows the architecture for LUAR (Rivera-Soto et al., 2021), the base author

representation model used for exploring the research questions in this chapter. For an author

A, given all the texts TA = {t1, . . . , tNA
} written by the author, each text is tokenized using

the tokenizer corresponding to the transformer model used. More details about tokenization

strategies for different transformer models were provided in Section 2.4.1.1. An episode

is created by sampling contiguous windows of l tokens from w texts. These windows are
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Figure 6.1.1: Architecture for LUAR (Rivera-Soto et al., 2021)

labeled A1, . . . , Aw. Each individual window is then encoded using a sentence transformer

model (Reimers and Gurevych, 2019). A mean pooling operation is applied to the embeddings

output by the final layer of the transformer model to generate a single vector representation for

each window. An additional mean-pooling operation is used to combine the representations

of all windows to generate a single representation for the episode. This representation is

then transformed using a linear transformation and the final representation generated from

this operation is used as the representation for one episode for each author. A supervised

contrastive training loss (Khosla et al., 2020) is used a metric learning loss to ensure alignment

between the embeddings of multiple episodes of the same author. Further details about the

training process and the loss function can be found in the LUAR paper (Rivera-Soto et al.,

2021).

6.2 Tracking User Styles across Clear and Dark Web Forums

The code to reproduce the following analysis is available on Github at the following URL:

https://github.com/pranavmaneriker/ccc_darkweb_stylometry.
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Dataset # Authors # Posts # Subforums

Dread 43,629 294,596 382
The Hub 8,243 88,753 62

Reddit-201801 4,413,757 82,531,775 94,945
Reddit-201912 7,439,040 126,992,546 155,864

Table 6.2.1: Dataset statistics prior to preprocessing for comparing LUAR on clear and dark
web forums.

6.2.1 Motivation

In chapter 5, we described an architecture utilizing text CNNs (Kim, 2014) for generating

the textual component of representations for authorship attribution on darknet forums.

Recent work on generalizing authorship representations has focused on a variation of the

popular sentence transformer architecture (Reimers and Gurevych, 2019). Specifically, Rivera-

Soto et al. (2021) compared the transferability of author representation learning models

between Amazon reviews, fanfiction short stores, and Reddit comments. They found that in

a zero-shot setting, i.e., without any addition in domain data, the models trained on Reddit

data had the highest degree of generalization to new domains. This work motivates us to

explore the generalization capabilities of models trained on clear web data to darkweb forums.

We explore two research questions. First, can we apply author representation models trained

on Reddit forum data directly to Darkweb forums? Second, can we combine data from the

darkweb and clear web to build better models?

6.2.2 Datasets

To answer the research questions, we collect datasets from both clear and dark web

forums. For the clear web, we sample data from the Pushshift Reddit corpus (Baumgartner

et al., 2020). The LUAR model is trained on Reddit data sampled from the same corpus, but
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Figure 6.2.1: Dark web market Dread (top) and clear web market Reddit (bottom). Dread
image source: Commons (2023)

collected between 2015 and 2016. To avoid any overlap with the training data, we sample data

from 2018 and 2019. We created two datasets, one for posts sampled from January 2018 and

the second for posts sampled from December 2019. Reddit is an ‘omni-forum’ (Munksgaard

and Demant, 2016), where users can participate in a number of subcommunities (subreddit).

The similarity between Dread and Reddit is illustrated in Figure 6.2.1. Keeping this in

mind, we focus on ‘omni-forums’ from darkweb data. We collected datasets provided in

the CrimeBB collection (Pastrana et al., 2018) and sample data from ‘Dread’ (the dark

web version of Reddit) and ‘TheHub’. The data from ‘Dread’ is collected between February

2018 and January 2020, and ‘TheHub’ is collected between January 2014 and August 2019.

Summary statistics for the unprocessed datasets are provided in Table 6.2.1. As with prior

analyses from chapter 5, we assume that each username corresponds to a unique author.
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6.2.2.1 Characterizing Author Behaviors

As a first step to understanding the differences in the datasets, we aim to characterize

the authors. Figure 6.2.2 provides two figures that capture distributions that characterize

the user behaviors. Figure 6.2.2a shows the cumulative distribution function of the number

of posts per author. We observe that Reddit has a significantly smaller proportion of authors

with only one post. This indicates that there are a larger proportion of authors posting on

Darkweb forums with only a single post. This may indicate that users create throwaway

accounts (Leavitt, 2015) more frequently on the dark web as they desire greater anonymity.

Alternatively, this may indicate that the throwaway accounts that exist on Reddit get deleted

before they get captured in the intervals in-between Pushshift dataset (Baumgartner et al.,

2020) captures. (Changes captured between two consecutive scrapes are not reflected in the

dataset). If an author on Reddit deletes their account, all of their posts would be reflected as

posts by an author with associated username [deleted]. Figure 6.2.2b shows the histogram

of the number of subforums a user has posted in. This may indicate that either the authors on

Reddit may have interests in diverse topics, or that the granularity of subforums is higher on

Reddit. Thus, even from a summary statistics perspective, there are fundamental differences

in author behaviors across the clear and dark web forums. However, it is unclear how these

differences at the macro level will affect the generalization capabilities of LUAR.

6.2.2.2 Preprocessing and Setup for Author Identification

We divide each dataset temporally into a 70-30 split. That is, the first 70% of each

dataset is used for training models for experiments and the final 30% is used for evaluation.

The evaluation set is further split into half for constructing a set of query and targets for

each author. Thus, there are three splits for each dataset labeled ‘train’, ‘test_query’, and
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(a) Empirical Cumulative Distribution Function showing the proportion of
authors having n_post posts. Reddit has a much smaller proportion of
authors with only one post.

(b) Histogram of the number of subforums an author has posted in. Reddit
has fewer authors posting on only one subforum.

Figure 6.2.2: User behaviors on Reddit, Dread, and TheHub.
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Figure 6.2.3: Setup of splits for the Author Identification task. Each color represents a
different author.

‘test_target’. The models will be evaluated on their ability to match the representation for

an author using an episode from the query set against the corresponding one in the target

set. Figure 6.2.3 provides a visual representation of the setup for the author identification

task. We filter the posts to include authors with at least 2 posts and a maximum of 1500

posts. Further, to control for the significantly higher number of users in the Reddit datasets,

we sample authors from Reddit to ensure that there is an equal number of authors in the

Dread dataset and each Reddit dataset. Figure 6.2.4 shows the number of posts and authors

in each dataset and split after preprocessing.

6.2.3 Results

For the following results, we set the episode length to 4. We consider sequence lengths

(number of tokens sampled per window) at 32 and 64.

6.2.3.1 Zero-shot Transfer

We first evaluate the original LUAR model LUAR-orig in a zero-shot setting. That is,

we evaluate the model on the test set from the Reddit-201801 and Reddit-201912 datasets,
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Figure 6.2.4: Number of authors in each dataset after preprocessing.

Figure 6.2.5: Zero-shot performance of LUAR on the test set from Reddit-201801, Reddit-
201912, Dread, and TheHub. seq_len denotes the number of tokens sampled in each window.
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Figure 6.2.6: Heatmap comparing Recall@8 across models. Each row represents the training
dataset used for training the LUAR model, while each column represents the test dataset.

and the Dread and TheHub datasets without any additional tuning. Figure 6.2.5 shows the

results of this experiment. We evaluate the Recall@8 and Mean Retrieval Rank (MRR) for

the LUAR model (see Section 5.5 for definitions of these metrics). The results show that

the LUAR model performs well on the Reddit datasets (R@8 > 0.5 for a sequence length

of 64), but has a significant drop in performance on the Dread and TheHub datasets. This

indicates that a zero-shot transfer of the LUAR model from Reddit to Dread and TheHub is

not sufficiently effective. For the remainder of the experiments, we use the sequence length

of 64 as it provides the best performance on the Reddit datasets.
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6.2.3.2 Darkweb vs Clearweb Models

To better understand the impact of different datasets, we train a separate LUAR model

on the training split of each of the datasets. The heatmap in figure 6.2.6 shows the results of

this experiment. Each row corresponds to the dataset used to train the LUAR model, and

each column corresponds to the test dataset. The first row corresponds to the results from

the original LUAR model trained on one year of Reddit data. We find that the Dread-based

training dataset is significantly better than the Reddit-based training datasets for generalizing

to stylometry on Darkweb data. In fact, the performance of the model trained on Dread

generalizes better to TheHub than the model trained on one full year of Reddit data. At the

same time, we note that the Dread-based model falls short of the Reddit-based models on

the Reddit datasets. This motivates us to try a hybrid approach, where we train the LUAR

model on a combination of Reddit and Dread data.

6.2.3.3 Hybrid Dataset: Combining Clear and Dark Web Data

Finally, in Figure 6.2.7, we evaluate the performance of the LUAR model trained on a

combination of Reddit and Dread data. The R@8 for this model improves upon the R@8 of

the models trained on Reddit or Dread alone in its ability to generalize to TheHub. This

supports our hypothesis that combining data from the clear and dark web can lead to better

generalization capabilities for author identification models.

6.2.4 Discussion

The results of the experiments show that the LUAR model trained on Reddit data alone

does not generalize well to darkweb datasets (Dread and TheHub). However, creating a

hybrid dataset by combining data from Reddit and Dread leads to better generalization

capabilities. This supports our thesis that combining data from the clear and dark web can
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Figure 6.2.7: Heatmap comparing Recall@8 across models with a combined dataset and
individual datasets.
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lead to better generalization capabilities for author identification models. Further work in

this direction could explore the impact of different proportions of clear and dark web data

on the generalization capabilities of author identification models.

6.3 Robustness and Generalization within a Domain

An interesting observation from Figure 6.2.5 is that the performance of the LUAR model

on the Reddit data is worse on the dataset collected in 2019 compared to the dataset collected

in 2018. In light of this observation, in this section, we are concerned with evaluating the

impact of temporal data drift, latent author demographic attributes, and their interaction

on authorship attribution. We find that both the time elapsed between writing samples

and latent demographic attributes can have a significant impact on performance, which we

attribute to temporal data shifts. Further, we find that these shifts are more significant for

certain groups, notably younger authors whose style evolves over time. This is problematic

since these groups may suffer from higher error rates and suffer potential negative outcomes,

such as false attributions in forensic applications. Our experiments suggest this degradation

in performance is due to fundamental data shifts, rather than model estimation error, which

motivates us to propose a recalibration-based mechanism to improve the robustness of

authorship attribution models as future work in Chapter 7.

6.3.1 Motivation

The objective of contrastive training is to learn a mapping from an input space—writing

samples in our case—to a lower dimensional vector space wherein distance between feature

vectors implies a measure of semantic similarity. For example, supervised contrastive learning,

which is employed by several models evaluated in this work, uses labels associated with each

example to “pull” representations sharing the same semantic label closer together, while
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“pushing” representations for examples with different semantic labels further apart (Khosla

et al., 2020).

For authorship representation learning, we use author labels as supervision, and we

interpret the vector similarity as a measure of the likelihood that two writing samples have

the same author. The contrastive training objective can be thought of as attempting to

enforce certain invariances on the learned representations. In the case of authorship, we

desire representations that are invariant to text attributes that exhibit large variance for a

single author, such as the particular topics being written about, while capturing stable author

features such as writing style, which are more constant over time (Andrews and Bishop,

2019). However, although recent work has successfully improved performance of author

representations in downstream tasks, such as social media account linking, for example by

training on datasets comprising millions of anonymous authors (Khan et al., 2021), their

limitations remain poorly understood. Section 6.2 describes some limitations of these models

in their domain generalization capabilities.

As another step to better understand these limitations, in this section we focus on

two central questions. First, do author representations capture representations that allow

author identification to generalize across time? Through careful experiment design, we find

that the degradation in author identification performance may originate from temporally

evolving styles rather than model estimation error. Second, do author representations encode

systematic biases associated with author demographics? By biases, we refer to the fact that

these models may be more likely to incorrectly identify authors from certain demographic

groups, which may negatively impact downstream decisions against authors from these

groups. For example, authors who are teenagers may be negatively impacted by incorrect

moderation decisions as compared to authors who are adults. We answer this question in the
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affirmative, finding that authorship attribution performance degrades significantly across

demographic groups, including age and gender.

6.3.2 Datasets

We start from the Pushshift Reddit dataset (Baumgartner et al., 2020) generating the

different splits. We restricted the time period of the data from January 2015 to November

2019. In each setting, we follow a query/target temporal setup similar to previous work on

retrieval-based authorship verification (Andrews and Bishop, 2019; Khan et al., 2021). That

is, we first selected a set of users and then include all the posts written by each selected

user across two non-overlapping time periods. The author identification task in such a

setting takes a user’s posts from the query time period as input and outputs a list of users

ranked by their likelihood of matching the query user using their posts from the target time

period. A positive match requires having a top/high rank for the posts by the same user

during the target time period. We constructed multiple such datasets to help quantify the

robustness of authorship attribution models. Specifically, we created two types of datasets:

TemporalReddit and DemographicReddit.

6.3.2.1 TemporalReddit

In each dataset, we sampled users having between pmin and pmax posts in both the query

and the target period. Specifically, we selected query/target temporal pairs with a fixed time

difference between them. Suppose the queries span time period (Qstart, Qend) = (q1, q2) and

the targets span (Tstart, Tend) = (t1, t2). We ensured that ∆τ = q2 − t2 was similar across

all datasets. However, we varied q1 to obtain multiple, non-overlapping datasets. We chose

queries from January 2015 to January 2019 (5 query sets, each one month long) and targets

from December 2015 to December 2018 and October 2019 with pmin = 16, pmax = 2000 with
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group fraction count

adult 0.52 1575
teenager 0.39 1195
senior 0.02 66
middle-aged 0.05 164

Table 6.3.1: Distribution of demographics for age groups in DRAge.

gender fraction count

f 0.51 614
m 0.49 586

Table 6.3.2: Distribution of demographics for gender in DRGender.

a set of 50k users sampled for each query-target pair. In the following texts, we refer to

these datasets as TRFixed. A degradation in performance of author identification models

over TRFixed would suggest that model estimation is not stable to temporal data shifts,

and that the model would need to be retrained to maintain performance over time. For

the second dataset, we selected a single, fixed query split and multiple target splits. The

query period chosen was Jan 2015, and the target periods chosen were Dec 2015–2018, Oct

2019. We sampled a set of 50k users having pmin = 16, pmax = 2000 in the query as well as

in each target split. We refer to this dataset as TRVariable. A degradation in performance

in TRVariable would indicate that temporal changes of author style lead to a degradation

in performance of author identification models.
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6.3.2.2 DemographicReddit

We used the RedDust dataset (Tigunova et al., 2020) to collect self-identified demographic

attributes associated with Reddit users. Specifically, we investigated two latent demographic

attributes (age and gender) and their correlation with author identifiability. We followed

the authors’ original definition for categorizing users into age groups (13-23: Teenager,

24-45: Adult, 45-65: Middle-Aged, 65+: Senior). To create each of these datasets, we first

subset the data to include only those users who lie in the intersection of our subset of the

Pushshift dataset with RedDust-Age and RedDust-Gender. Following this, we selected a

sequence of consecutive monthly splits from these intersecting users having pmin = 8 for

at least five consecutive months. We restricted the users to be present across all the splits

to ensure that the demographics do not change over splits. Furthermore, to control for

temporal variation, we only considered query/target pairs from consecutive months, i.e.,

Tstart−Qstart = 1 month. We select a sequence of months that ensure that we can maximize

the number of users with known demographics from RedDust. The selected splits under

this constraint corresponded to the months of January to May 2019. We sampled 3k users’

posts from this period with known age, giving us DRAge, and 1.2k users’ posts with known

gender, DRGender, derived from RedDust-Age and RedDust-Gender, respectively. Note

that the age in the data was adjusted to reflect the age of the user in January 2019 for all

splits.

6.3.2.3 TDReddit

In addition to constructing query/target pairs with a fixed Tstart − Qstart = 1 month,

we can additionally consider all possible pairs of query/target from the splits collected for

creating the DemographicReddit datasets. These (ordered) tuples correspond to 5P2 = 20
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query/target pairs. The two corresponding demographic datasets are labeled TDRAge and

TDRGender for age and gender, respectively.

6.3.3 Experiments

6.3.3.1 Baselines

We describe the models used and the rationale for the choice of these models in the

following text. The first three models correspond to count-based baselines that do not use

neural networks for representation learning. The final three models correspond to neural

network-based models that use different representation learning model for each window, and

these representations are merged in a LUAR like setup (Figure 6.1.1). Similar baselines have

been used in other work on author identification (Wang et al., 2023; Soto et al., 2024).

Count-Subreddit (CS): The CS model uses a count based representation of each author,

where each entry of the of the author representation vector represents the number of times

the author posted on the corresponding subreddit. In particular, we use the CountVectorizer

from Pedregosa et al. (2011). Subreddit usually represent a topic of interest, so this vector

could be seen as a simple proxy for the topics the author is interested in.

TFIDF-Subreddit (TFS): The TFS model uses TFIDFVectorizer from scikit-learn with

the subreddits that an author posts in as the ‘term’. This is another compact representation

of the topics of interest for an author.

TFIDF-Text (TFT): The TFT model uses all the text posted by an author coverts it into

a TF-IDF vector (also using the TFIDFVectorizer) over the text posted by each author as

input. This vector captures both topics, as well as some aspects of style such as word usage

frequencies.
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The hyperparameters for the aforementioned models were chosen using a grid search over

the hyperparameter space with a separate split of the query/target data.

SBERT The popular sentence transformer model SBERT (Reimers and Gurevych, 2019) is

used to generate the representation for each window of text for an author. The representations

from this model may capture the semantics and syntax associated with the text posted by

the author.

STEL The STEL model from Wegmann and Nguyen (2021), which is a modular framework

to represent linguistic style while controlling for content, is used to generate the representation

for each window of text for an author. This model focuses on features that capture writing

style only.

LUAR This is the LUAR model from (Rivera-Soto et al., 2021). This model is trained to

represent time invariant features of an author’s writing style.

6.3.4 Evaluation and Discussion

6.3.4.1 TemporalReddit

method CS TFS TFT SBERT STEL LUAR
Q/T

15-1/15-12 0.237 0.260 0.192 0.232 0.135 0.779
16-1/16-12 0.265 0.284 0.212 0.251 0.148 0.796
17-1/17-12 0.278 0.297 0.224 0.262 0.137 0.733
18-1/18-12 0.283 0.303 0.232 0.281 0.171 0.770
19-1/19-10 0.316 0.343 0.235 0.290 0.143 0.760

Table 6.3.3: Recall@8 results across different models on TRFixed. The leftmost column
represents the Query/Target period.
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Table 6.3.3 shows the evaluation results of recall@8 for TRFixed. LUAR significantly

outperforms all other models across all fixed time periods. As expected, the TFIDF and

count based models, which do not require explicit ‘training’ for data in a specific time period,

have relatively stable author identification performance over time. The results from the

SBERT/STEL models, which are not trained without controlling the time periods for the

training dataset, also show a similar trend. As LUAR is trained on data from 2015-2016,

if the author representations were overfit to identify authors in this time period, we would

expect a significant drop in performance for the later time periods. The last column on the

right of Table 6.3.3 shows that this is not the case, and LUAR’s performance is relatively

stable across time. Thus, for a consistent query-target time difference, LUAR is able to

maintain a high level of performance across time periods, indicating that model retraining is

not necessary to maintain performance over time.

Next, using TRVariable we consider temporal variation across a fixed set of users

across time. Figure 6.3.1 shows heatmaps for the recall@8 results for each model across

different query/target time periods for a fixed set of authors. We see that across all

the methods, there is a temporal degradation in performance, which could potentially be

caused by temporally evolving styles (STEL), topics of interest (Count/TFIDF) based

results or semantics (SBERT). However, from Figure 6.3.2, we see that when normalized for

diagnal, degradation in performance is the least for LUAR. This indicates that the author

representation features captured by LUAR are more stable across time compared to the

other models.

6.3.4.2 DemographicReddit

First, we consider the results for the demographic splits controlled for temporal variation.

Figure 6.3.3 shows the recall@8 results for age groups across different models on DRAge.
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(a) CS (b) TFS

(c) TFT (d) SBERT

(e) STEL (f) LUAR

Figure 6.3.1: Recall@8 results on TRVariable
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Figure 6.3.2: Target results for the earliest query split (15-1). We compare normalized
recall@8 across all methods for TRVariable.

Figure 6.3.3: Overall results on DRAge split by age group.
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Figure 6.3.4: Overall results on DRGender split by each group (bottom).

We note that all models consistently underperform on (self-identified) teenage users. Further,

from Figure 6.3.4, we note that all models consistently underperform on (self-identified)

female users.

Next, we consider TDRAge and TDRGender. We focus on LUAR, as it is the

best performing model across all the datasets. The results from Figure 6.3.5 that across

all |Tstart − Qstart|, (self-identified) teenage authors are consistently the least identifiable.

Further, from Figure 6.3.6, We note that across all |Tstart −Qstart| and all models, authors

self identifying as female are consistently the least identifiable.

6.3.4.3 Analysis

From the results with TemporalReddit, we can conclude that model estimation is unlikely

to be a cause for the degradation in performance over time. However, changing author

interests and writing styles do contribute to the degradation in performance. Drilling down

into the specifics, we find that the degradation in performance is more significant for certain
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Figure 6.3.5: Overall results on TDRAge. The x-axis denotes the absolute difference in the
query and target start time, i.e., |Tstart −Qstart| .

Figure 6.3.6: Overall results on TDRGender. The x-axis denotes the absolute difference in
the query and target start time, i.e., |Tstart −Qstart|.
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groups, notably younger authors and female authors. Our results support our hypothesis

that author representations encode systematic biases with respect to demographics. These

biases get further exacerbated across time. Care must be taken when deploying authorship

attribution models in forensic applications, as the models may suffer from higher error rates

and potential negative outcomes, such as false attributions, for certain the aforementioned

groups.

6.3.5 Limitations

Tigunova et al. (2020) carefully extracted self-identified demographic traits while excluding

posts made by users on subreddits involving gamin/roleplaying as authors tend to adopt

different personas in such subreddits. However, our analysis presupposes the correctness

of their demographic extraction process. The demographic traits are self-identified, and

there is no way to verify the accuracy of these traits. This limitation must be noted when

interpreting the results from the TemporalReddit and DemographicReddit datasets.
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Chapter 7: Conclusions and Future Work

In this preceding chapters, we described structures that help models be more adaptive

at the three different stages of their lifecycle. Specifically, we used implicit and explicit

structures along with adversarial testing, runtime monitoring, and domain adaptation to build

more adaptive machine learning systems. We now describe some directions for extending

these techniques for future work.

7.1 Large Scale Structure-aware Authorship Attribution

In this extension, the goal is to test the generalizability of our findings related to the

improvements offered by utilizing forum graph structures on the darkweb (Chapter 5). Recent

work on cross-domain authorship attribution using text has determined that certain domains

(eg. Reddit) are more useful for training authorship attribution models that generalize to

other domains (Barlas and Stamatatos, 2020; Rivera-Soto et al., 2021). Specifically, Rivera-

Soto et al. (2021) demonstrate that in the source domain, diversity in the expressed topics

and larger number of unique users play a role in explaining better transfer to target domains.

However, this work does not utilize the additional structure and context present in different

domains. We posit that these graphs can provide information orthogonal to that which is

already present in the text. In this direction of future work, we aim to demonstrate that even

in scenarios with an abundance of text/users (over 100k users/1M text posts), these graph
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structures help improve authorship identification within a single domain, and also help better

generalize across domains. Chapter 5 shows that this is true in the complementary setting

with fewer users (≈ 1-10k) In the remainder of this section, we first describe the choices that

are involved in constructing graph structures and their similarities across domains. We then

describe some preliminary work on utilizing these structures for authorship attribution on

Reddit and share our preliminary findings. To conclude this section, we describe additional

directions that we hope to explore, including the associated datasets and techniques.

7.1.1 Graphs in Authorship Attribution

Prior to the prevalence of neural network approaches, seminal work in computational

authorship attribution (Stamatatos, 2009) often used syntax-based features including, part-

of-speech tags, phrase structures, and syntactic error-based features, among others. These

features may also improve neural authorship attribution models but are not the graphs focal

to our analysis. Instead, we center our work on online content platforms and identify the

organizational structures that they use. A multitude of platforms that involve individuals

posting content online have associated graph structures. We focus on structures common

to platforms that face potential challenges with content moderation where authorship

identification has the potential to play an important role. While individual platforms may

differ, there exists a shared, underlying, meta-structure, which can be used to identify patterns

that aid in stylometric analyses across domains. In Figure 7.1.1 we show a metagraph for a

specific platform but note that the the thread-comment-user structure is shared across other

platforms as well. Additional nodes in the metagraph are specific to the platform of interest.

In the following section, we focus on a specific platform - Reddit - and utilize its structure to

provide preliminary evidence for its potential.
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Figure 7.1.1: Metagraph of Reddit used for preliminary analysis.

7.1.2 Preliminary Analysis: Reddit Graph-aware Authorship Identifica-
tion

7.1.2.1 Dataset

We collected data from a snapshot of Reddit comments over one month (Aug 2016) from

the collection released by Baumgartner et al. (2020). Figure 7.1.1 describes the metagraph

corresponding to the graph that we construct from this snapshot. We use directed edges

to distinguish comments that are direct descendants of the parent comment/thread. Note

that the raw data collected includes only the comments posted within the month; thus,

for certain comments, the text corresponding to the direct parent thread/comment may

be unavailable as they are posted in the previous month. These comments could lead to

disconnected components in the graph. To ensure that the graph is connected, we add a

bidirectional edge from each comment to the thread where it was posted. Table 7.1.1 shows

summary statistics about the graph constructed for this dataset.
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Entity Approximate Count

Subreddits 63, 000
Authors 3, 250, 000

Comments 70, 000, 000
Nodes 79, 100, 000
Edges 300, 000, 000

Table 7.1.1: Dataset used for preliminary analysis of graphs for authorship attribution on
Reddit.

7.1.2.2 Goals

We aim to evaluate our proposed approaches for author identification in a retrieval based

setup commonly used in this setting in prior work (Andrews and Bishop, 2019; Rivera-Soto

et al., 2021; Khan et al., 2021; Maneriker et al., 2021a). That is, we get a sample query

text(s) and must retrieve the nearest author from a collection of target texts. The query

and target texts that the methods are evaluated on are each collected from a different time

periods compared to the training set. This ensures that the embeddings for specific authors

are robust to temporal shifts. Ensuring this is particularly challenging in the graph setting

as there are multiple mechanisms to construct graphs across different time periods. There

may be authors who post in both the training, test query, and test target time periods. In

chapter 5, we describe one strategy where we only use subforum embeddings. While they do

provides improvements (Sec 5.5), here we propose alternative mechanisms to incorporate

further structural information. It is not possible to connect the graphs across different time

periods as using the same node to denote the author in disjoint time periods would lead to a

trivial embedding solution (unique node embedding for the author). One strategy to deal

with the temporal challenge is to use separate graphs for the training and testing time periods,

aligning node embeddings across them. This corresponds to the vertex nomination problem
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Figure 7.1.2: Structure-based Author Identification Embedding

across multiple graphs, and strategies include using orthogonal procrustes (Agterberg et al.,

2020)) for alignment. Alternatively, node attributes such as text, time, and label could

be used to construct heterogeneous, attributed graphs. In the latter construction, certain

inductive representation learning techniques for large graphs may be applied (Hamilton et al.,

2017; Xu et al., 2020). We will now describe our initial explorations with these approaches

and follow with potential future directions.

7.1.2.3 Methods

Structure-based

In the first approach, which we designate as the structure-based approach, we use separately

generate embeddings from the structure of the Reddit graph, use a separate neural network

to embed text/metadata in each episode, and then fuse the two embeddings to generate a

structure-aware embedding. The graph embedding may need to be transformed/scaled before

it is combined with the embeddings of non-graph features to ensure that their magnitudes

are comparable. Thus, we transform the embeddings prior to fusing them. Figure 7.1.2

demonstrates the structure-based embedding approach for author identification.
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Figure 7.1.3: Context based Author Identification Embedding

Context-based The second approach, designated as the context-based approach uses the

structure of the Reddit graph to collect surrounding context for each post prior to embedding

it. We systematically add the context from parent nodes ((grand)parent comment, thread,

subreddit), each of which are individually embedded using a shared text embedding neural

network. Each layer of the architecture adds some context before applying a non-linear

transformation. Figure 7.1.3 provides a visual representation of the transformations.

Preliminary Results

We test these approaches using SVDs of the adjacency matrix for structure-aware

embeddings (à la Agterberg et al. (2020)) and text CNNs for embedding texts. Figure 7.1.4

demonstrates that these directions have the potential for improving author identification

even on a large scale dataset.
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Figure 7.1.4: Results on author identification with preliminary approaches on a validation
split. R@8 = recall at 8.

7.1.3 Future Directions

The preliminary results are promising and demonstrate improvements over the text-based

baseline. In future work, we aim to explore the impact of alternative structure embeddings,

including GNN based (Veličković et al., 2018; Hamilton et al., 2017) and anonymous walk-

based embeddings (Ivanov and Burnaev, 2018; Wang et al., 2020b). In particular, successes

from scaling GraphSAGE-based (Hamilton et al., 2017; Ying et al., 2018) approaches motivate

their potential use in a hybrid fashion, where both the structure and text embeddings may

be fused more effectively. Additionally, the results in Figure 7.1.4 are evaluated on a specific

validation dataset. Additional experiments need to be carried out to test whether the different

stages (embedding, alignment) are affected by temporal shifts. Finally, we aim to test the

impact of using structure and context to help in better adaptation across different domains.

Similar to our study of domain adaptation for text embeddings (from Chapter 6), we would

aim to test whether structure-aware embedding would adapt to authorship identification

datasets from Dread and Twitter.
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7.2 Fairness through Conformal Prediction

The standard formulation for conformal prediction (Theorem 4) provides a score-based

mechanism to control for miscoverage in the prediction sets. However, when dealing with

fairness, we may want to reason over guarantees over other expressions that involve the

inputs, labels, and predictions. Such guarantees can be considered as a form of thresholded

risk Control. In the conformal setting, the Learn Then Test (Angelopoulos et al., 2021a) and

conformal risk control (Angelopoulos et al., 2024) frameworks provide a way to control for

model risks for specific classes of risk functions. However, the Learn Then Test framework

requires an IID assumption over the calibration data. Therefore, in the following section, we

will describe how conformal risk control can be used for providing fairness guarantees. Note

that we will describe the split CP version of each of these frameworks.

7.2.1 Conformal Risk Control

First, we define the framework of conformal risk control (Angelopoulos et al., 2024).

We start from a calibration set Dcalib = {(xi, yi)}ni=1, with exchangeability assumed for

Dcalib ∪ {(Xn+1, Yn+1)}. We have feature vectors Xi ∈ X and labels/outcomes Yi ∈ Y. The

guarantee provided by conformal prediction sets C relates to miscoverage

Pr [Yn+1 ̸∈ C(Xn+1)] ≤ α

Instead, consider any bounded loss function L that is monotonically non-increasing with the

increasing size of C(Xn+1). Examples of such functions include accuracy, F1-score, and false

negative rate. Conformal Risk Control provides a mechanism to construct prediction sets C

that provide guarantees over a bounded loss function L ∈ (−∞, B]:

E [L(C(Xn+1), Yn+1)] ≤ α
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Suppose we have a trained model f̂ : X → Z, where Z is the space of raw model outputs

which is used to create a function Cλ(.) that constructs prediction sets for a given λ. Where

larger λ correspond to more conservative prediction sets. For example, for the TPS method

discussed in Chapter 4, this would be Cλ(X) = {y : 1− f̂(X)y ≤ λ}. Conformal risk control

provides a threshold λ̂ such that E[Cλ̂] ≤ α for a given α < B

7.2.2 Fairness through Conformal Risk Control

We can use conformal risk control to modify the outputs of a model to provide guarantees

on any monotone loss function. We provide one example below, constructing a guarantee for

an expression capturing predictive parity.

We will build a risk control guarantee for a predictive parity like term. Consider a

binary classification task where the label y1 corresponds to acceptance and y0 corresponds to

rejection. Consider two groups g0 and g1. Define

Li(Cλi(X), Y ) = 1[y1 ̸∈ Cλi(X) ∩X ∈ gi], i = 0, 1

This loss function captures the points where the prediction set excludes acceptance for

each group. With increasing λ, Cλ will include additional classes. The possible values of

Cλ(X) as λ increases, if the acceptance class y1 has higher score would be ∅, {y0}, {y0, y1},

which corresponds to loss values of 1, 1, 0 respectively. If the rejection class y0 has a higher

score, the possible values would be ∅, {y1}, {y0, y1}, which corresponds to loss values of 1, 0, 0

respectively. In both cases, the loss function is monotonically non-increasing with the size of

the prediction set. Thus we can use conformal risk control over this set. From risk control,

we would get

λ̂0 : E[L0(Cλ̂0(X), Y )] ≤ α0
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and

λ̂1 : E[L1(Cλ̂1(X), Y )] ≤ α1

Since L is an indicator function, these guarantees corresponds to Pr[y1 ̸∈ Cλ̂i(X) ∩ X ∈

gi] ≤ αi. From this risk control and monotonicity of L, we can set λ̂ = max{λ̂1, λ̂2}, and

can provide a predictive parity-like guarantee for the model:

−α1 ≤ Pr[y1 ̸∈ Cλ̂(X) ∩X ∈ g0]− Pr[y1 ̸∈ Cλ̂(X) ∩X ∈ g1] ≤ α0

Thus, given a calibration set and required thresholds α0, α1, we can use conformal risk control

prediction sets to provide a fairness guarantee for the outputs produced by any black-box

model.

This example shows the utility of conformal risk control to provide fair predictions. We

leave the exploration of the full gamut of fairness definitions and possible loss functions as

future work

7.3 Towards More Robust Stylometry

In chapters 5 and 6, we study the robustness of authorship attribution models across

time and domains. The methods we propose in chapter 5 require retraining a model with

additional context provided from graph-based representations. As seen in chapter 6, the

representations learned by models trained on one domain do not always generalize well to

other domains, or even within the same domain. The robustness of these models across time

and demographics varies. We propose two potential directions of future work that are aimed

at building more robust authorship attribution models viz. recalibration and conformal

prediction.
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7.3.1 Recalibration

A model is said to be well calibrated if the score predicted by the model is a good estimate

of the true probability of the event. Specifically, consider a binary classification model that

predicts a score s for a given input. For a well-calibrated model,

Pr(Y = 1|S = s) = s

The outputs of neural networks are not guaranteed to be well-calibrated (Guo et al., 2017).

Exact calibration is difficult to achieve and measure, so binned versions of calibration are

often used. Reliability diagrams are used to visualize the calibration of a model, while

the expected calibration error (ECE) is used to measure the calibration of a model. This

reliability diagram plots the empirical probability of the event against the predicted score

across bins. For a well-calibrated model, the empirical probability should match the predicted

score, i.e, lie on the line y = x. The expected calibration error is defined as

ECE =

M∑
m=1

|Bm|
n
|acc(Bm)− conf(Bm)|

where Bm is the set of examples in bin m, n is the total number of examples, acc(Bm) is

the accuracy of the model in bin m, and conf(Bm) is the confidence of the model in bin m.

Methods such as temporal scaling, isotonic regression, and Platt scaling have been used to

recalibrate the outputs of neural networks (Guo et al., 2017) to achieve calibration.

For the authorship attribution task, we would aim to recalibrate the similarity scores for

the representations predicted by the model so that the score is a good estimate of the true

probability of the event. We set up this problem as a binary classification task, sampling a

matching pair of episodes (same author) from the query and target, and a fixed number of

non-matching pairs (negative samples) for each author. For the purpose of this discussion, we

set the number of negative samples to 5. Figure 7.3.1 shows the density plot for the pairwise
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Figure 7.3.1: Density plot for pairwise cosine similarity for authors from the TRVariable
dataset. 1 corresponds to matching pairs, 0 corresponds to non-matching pairs.

cosine similarity for authors from the TRVariable dataset. The density plot shows that

the scores are separable, but it is not clear if the scores are well-calibrated. Thus, the score

could be used as a proxy for the confidence of the model in its prediction. Other proxies may

include the magnitude of the representation (Novoselov et al., 2023), or estimates of error

from sampling subsets of windows from an episode. In Figure 7.3.2, we see that the neither

the cosine similarity (cos) nor the magnitude sum (mag) are well-calibrated. Using a logistic

regression-based recalibration method, we can get a well-calibrated score for the model.

Next, we test whether this calibration displays temporal degradation. From Figure 7.3.3

and Table 7.3.1, we see that the ECE is stable for a longer period but does degrade over a

longer time span. These initial experiments demonstrate that recalibration can help produce

a model with more temporally robust predictions. Further future work on recalibration may

be able to achieve more robust predictions across different domains and demographics.
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Figure 7.3.2: Reliability diagram for the LUAR model trained on the TRVariable dataset
for 2015. The x-axis represents the predicted score, and the y-axis represents the empirical
probability of the event. The dashed line represents perfect calibration.

ECE year

0.003675 2015
0.003591 2016
0.003645 2017
0.005089 2018
0.007548 2019

Table 7.3.1: Measuring Temporal degradation of ECE for the recalibrated LUAR model
across TRVariable splits.
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Figure 7.3.3: Plots for the reliability diagrams recalibrated LUAR model across TRVariable
splits.
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7.3.2 Conformal Prediction

In our work on extending runtime monitoring to graph structured data (Chapter 4), we

discussed the approach of prediction sets generated through conformal prediction allowing

control of the miscoverage rate. We speculate that this may be a candidate solution for

providing guarantees on the performance of authorship attribution models. Notably, unlike the

recalibration-based setup that models the task as a binary classification problem, conformal

prediction could be a candidate for a more general framework for providing guarantees

directly in the retrieval setting.

Specifically, a modified version of Adaptive Prediction Sets (Romano et al., 2020) could be

used to add up the scores associated with the predictions until the coverage is achieved. Even

if the threshold scores need to be recomputed, using formal guarantees provided by (Vovk

et al., 2005), we can ensure that the coverage achieved is within a certain ϵ of the desired

coverage. Further, with the framework of risk control (Angelopoulos et al., 2024), we can

provide guarantees on the performance of the model for specific classes of risk functions. For

the case of retrieval, since we are interested in measures such as recall and MRR. In future

work, the risk control framework may be a candidate for achieving guaranteed performance

for these measures.
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