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Figure 1: Targeting from AR-based data. From user session frames (1)-(4), the viewpoint selection model picks (3). Style and color
compatibility recommends (5) and (6), while (7) and (8) show diverse targeting text for the recommendations (5) and (6) respectively. Words
in red in (7) and (8) are system generated and put into predetermined marketing template (words in black).

ABSTRACT

Augmented Reality (AR) based applications have existed for some
time; however, their true potential in digital marketing remains un-
exploited. To bridge this gap we create a novel consumer targeting
system. First, we analyze consumer interactions on AR-based re-
tail apps to identify her preferred purchase viewpoint during the
session. We then target the consumer through a personalized cata-
log, created by embedding recommended products in her viewpoint
visual. The color and style of the embedded product are matched
with the viewpoint to create recommendations, and personalized
text content is created using visual cues from the AR data. Evalu-
ation with user studies show that our system is able to identify the
viewpoint, our recommendations are better than tag-based recom-
mendations, and targeting using the viewpoint is better than that of
usual product catalogs.

Keywords: Augmented reality, viewpoint selection, recommenda-
tion, targeting, v-Commerce.

Index Terms: H.5.1 [Information Systems and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities; K.4.4 [Computers and Society]: E-Commerce

1 INTRODUCTION

Embedding reality in consumers’ online shopping experience has
been heralded as the ‘next frontier for retail’ and the coming of ‘v-
commerce’. V-commerce enables a consumer to overlay a virtual
product on the real-world environment to judge its compatibility
prior to purchase. Examples include the use of hand-held devices to
virtually ‘try on’ furniture / shoes before purchase.1AR applications
have drawn significatant attention in academics [6] and industry1.

∗Corresponding author e-mail: ghiranan@adobe.com

However, these works ignore consumers’ preferences necessary to
enhance user experience in AR [9]. The proposed approach intro-
duces a robust statistical framework to model interaction as well as
visual data generated by AR-based retail apps for targeting. Prior
targeting approaches only use information from users’ profiles [16],
and textual description (content-based model) [14].

A typical AR-based v-commerce app would enable customer to
‘tryout’ the desired product like chair on a background of her living
room. She can either (i) place different chairs on the background,
or (ii) move the background around to check the compatibility from
different viewing angles. We define viewpoint, to represent the vi-
sual at which the consumer judges the compatibility of the virtual
product with the surrounding real world environment. The view-
point holds information previously unavailable from the web-based
browsing data, and provides the basis to suggest products having
better compatibility with the surrounding real objects. For exam-
ple, for enhanced targeting, images of recommended products em-
bedded in viewpoint can be sent. Moreover, marketers can use
viewpoint to create content about consumer’s physical surroundings
achieving greater personalization. This paper makes three novel
contributions in advancing targeting through AR applications data.
These are:

• Viewpoint Selection: A statistical model to select the viewpoint
with the highest likelihood of influencing the consumer’s purchase.

• Recommendation System: A system based on 3D design style
and color compatibility to create product recommendations and em-
bed recommended products in the selected viewpoint.

• Targeting Content Generation: A diverse personalized target-
ing content generator that uses visual information to create persua-
sive content regarding the physical surroundings of the consumer.

2 REVIEW OF LITERATURE

The deployment of AR in v-commerce enhances consumer expe-
rience, as well as provides rich interaction data. The source of

1www.tinyurl.com/ycvydl89, www.tinyurl.com/yca5krvm
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AR-based data could be eye-tracking [20], head tracking [21], hand
gestures [23] or GPS locations [17]. There has also been significant
investment by industry2 in AR apps. While the IKEA AR catalog
app allows customers to have a virtual preview of furniture, Ray-
ban’s Virtual Mirror enables the consumer to try virtual sunglasses.
The rich visual data collected by these apps would help in enhanc-
ing consumer experience.

In particular, customer viewpoint during an AR app session of-
fers several insights into her preferences. The metric for view-
point has varied definitions in the literature across different con-
texts. Vazquez et al. [28] define viewpoint entropy to compute
good viewing positions automatically, while [2] shows how to au-
tomatically select the most representative viewpoint of a 3D model.
An evaluation of the view selection algorithms has been conducted
in [8]. However, none of these methods use data from AR-enabled
systems for viewpoint selection. The proposed approach models
the interactions in AR-based apps, without looking into the bulky
visuals generated by the apps.

The customer viewpoint provides a unique advantage to the pro-
posed system over the traditional recommendation systems [1].
The contextual recommendation in [24] exploits users ratings and
ontology-based content categorization schemes. Wroblewska et
al. [29] rely on images and extract color and texture information
to find visually similar items. Our approach can ingest all such
data, when available. In addition, the novelty lies in the ability to
use viewpoint information to enrich the recommendation.

In the marketing literature, self-relevance is a well-established
means of increasing message elaboration and personalization [15].
Roy et al. [26] automate message personalization by inserting ad-
jectives evoking positive sentiment into the messages. A content se-
lection method tailored to the customer has been proposed by [7] to
automate personalized content selection. To the best of our knowl-
edge there is no prior work which uses the consumer’s viewpoint
data from AR systems to automatically enrich marketing messages.

3 DATASETS

3.1 Data for Viewpoint Selection Modeling
This proprietary data, denoted by A, is generated by consumers’ in-
teraction with the AR mobile app of a multinational company that
designs and sells household products. Using AR, consumers can
virtually place objects in their rooms and change their configura-
tion, generating clickstream data with time stamps in discrete steps
of one second. Thirty days of data are available to us. We process
the data to create aggregated features. All the AR interactions of a
user within a session constitute one observation. The features are:

1. #c: Number of times an object is chosen.
2. #o: Number of distinct objects chosen in a session.
3. #r: Number of times an object’s configuration is changed.
4. #e: Number of AR based events, defined as, (#e = #c+#r).
5. TC: Sum of all ‘chosen’ times (‘chosen’ time is the time du-

ration between choosing an object and the next event).
6. TR: Sum of all ‘rendered’ times (‘rendered’ time is the dura-

tion between changing an object’s configuration and the next event).
7. TT : Total time elapsed in AR interaction = TC + TR. It ex-

cludes the time elapsed due to events other than AR based events.
8. V PI: An indicator variable denoting whether the View Prod-

uct Information button is clicked or not during the session. E-
commerce sites offer this button, or one similar, to consumers seek-
ing more information when they become seriously interested in
the product. Consumers who click on VPI during the session in-
dicate serious interest about a product. Other consumers do not
click on this button. We cannot observe their interest since there
is no clicking-data during the session. Data from the latter con-
sumers are recognized as censored observations. It is incorrect to

2www.ikea.com, www.ray-ban.com/

treat these observations as if they show no interest in a product; it
is beneficial to treat them as observations who may have interest in
a product, but the end of the session (for whatever reason) censored
the observance of their interest in a product.

9. TP: Time elapsed between start of AR interaction and the first
click on the V PI button. This is equal to TT if V PI = 0. Note that
TP is the censored random variable when V PI = 0.

10. Ti: Time interval between (i+ 1)th and ith AR action. We
consider six such intervals.

11. Ai−1: An indicator variable having value 1 if the accelerom-

eter reading is below a predetermined threshold at the (i−1)th time

step. It tells us whether or not the device is stationary before the ith
time step, and the device has a clear (non-blur) viewpoint image(s).

The visual frames rendered in the session are not observed.
Hence, we look for the time point just after rendering of the in-
teresting visual i.e. TP. We worked with approximately 50,000
sessions of which 12% sessions had V PI = 1.

3.2 Data for Recommendations and Targeting Content
Shapenet [3] is a repository of 3D CAD models of objects. We
have used the ‘single 3D models’ subset ShapeNetSem, which is a
more densely annotated subset consisting of 12,000 models spread
over 270 categories. The dense annotations about real-world di-
mensions ensures that any tag / description based recommendation
system (baseline) has a fair chance to generate good recommenda-
tions. For our purpose, we selected a subset of 150 models each
from the categories ‘armchairs’ and ‘coffee tables’. The models
were selected to form groups based on keyword annotations (design
name, color name, etc.) to ensure good recommendation candidates
from baseline [27] (described later). We denote this dataset by S.

4 METHODOLOGY

First, we describe the three primary contributions: (a) Viewpoint
Selection, (b) Catalog Creation, and (c) Targeting Content Creation.
We then explain the targeting system which uses these solutions.

4.1 Viewpoint Selection
In Section 1 we defined viewpoint as the visual (image) at which
the consumer judges the compatibility of the virtual product (3D
model) with the real world surroundings. There are two challenges
that make viewpoint selection difficult: (i) the high volume of im-
ages that result from a consumer’s session, and (ii) identification of
augmented visual(s) from among these sequentially viewed images
that the consumer prefers. Using dataset A, we build a statistical
model to uncover the preferred viewpoint for the consumer. The
novelty of our model is that we select the preferred augmented vi-
sual by analyzing the interaction of the consumers and the time
stamps at which images (frames) are rendered on the app during a
session. We do not use the visual data generated during the session.

1. Trigger of Interest. Since we are using time stamps, we need
to define an event in time that represents the consumer’s preferred
augmented visual. We call this time-based event as the ‘trigger of
interest’. Following the Awareness-Interest-Desire-Action (AIDA)
model in e-commerce [4], we posit that the trigger of interest is
the stable single image (frame) at the time epoch just before the
consumer clicks the button ‘View Product Information’ (VPI), ex-
plained in Section 3.1. VPI is not a restrictive feature only to our
dataset. All apps for product search have a button to obtain de-
tailed information about a product. The trigger of interest will be
the time epoch just before the consumer clicks on such a button.
We use ‘trigger of interest’ in the following manner. There are two
outcomes of any consumer session: session in which the consumer
selects the VPI at least once, and session in which the consumer
does not select VPI. For sessions in which VPI is selected, the im-
age (frame) at the time epoch just before selection of VPI for the
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Table 1: Results for 1, 3 and 5 second windows for the discussed
models. Par denotes the parameters. The entries are in percentages.

Model Par a, b, c 1-s 3-s 5-s
SA T1, T2 lin, lin, lin 4.68 17.36 30.62
SA-FF #o, #e exp, lin, lin 12.34 23.45 35.76
W-Mode #o, #e exp, lin, - 18.33 27.03 39.64
W-Mean #o, #e exp, lin, - 16.18 25.64 38.57
LR #o, #e - 16.42 26.1 38.81
RF-SA T1, T2 - 17.52 26.40 39.35

first time is the consumer’s preferred augmented visual. The time
epoch just prior to VPI is observable and hence the frame is observ-
able in the data. However, time epoch is unobservable when the
consumer does not click on VPI in the session. For these sessions,
the model provides the estimate of the time epoch and hence, the
image for which the consumer is most likely to click on VPI. We
do this by recognizing that the time epoch is censored due to the
end of session, as explained earlier. Our model thus infers the pre-
ferred augmented visual even in the absence of observed trigger of
interest. The model estimates f (TP(Z̃) where TP is the time to view
product information from the start of the session, Z̃ is the vector of
covariates, and f (.) is the probability density function.

2. Accelerated Failure Time Model (AFT). The model is bor-
rowed from the response time literature [5], where positively
skewed response times form the basis. We visually inspected that
the time to click on VPI is positively skewed for almost all the
groups (e.g., TP given #o = 1, TP given #e = 2, etc.) of data points.
The empirical skewness for such groups is also less than -1. The
censored nature of TP leads to AFT models [5], for which the Gen-
eralized Gamma distribution, defined by two shape (say, a and b)
and one scale (say, c) parameters is used. The flexibility of this
distribution to respond to the characteristics of each group of data
points justifies its use. The problem reduces to estimating a, b and
c which are functions of the covariates. Hence, we have,

f (TP|Z̃) = a(Z̃)
τ(c(Z̃))b(Z̃)

(
TP

b(Z̃)

)a(Z̃)c(Z̃)−1

e
−
(

TP
b(Z̃)

)a(Z̃)

(1)

Each parameter can have a different functional relationship like log-
arithmic, exponential, linear, etc. with the covariates. We select the
functional form which gives the maximum R2 value. This is novel
since most libraries only allow the same functional form to be used
for all parameters. Empirically we find that the functional forms are
different across parameters.

3. TP Estimation. In fitting the model, parameters with the func-
tional forms described in the previous step are replaced in the likeli-
hood function of the generalized gamma (Equation 1). For example,
let a and b have exponential and linear functional forms respectively
for both #o and #e. Then, we replaced the parameters in the likeli-
hood functions by:

a(#o,#e) = eαa+β1a#o+β2a#e, b(#o,#e) = αb +β1b#o+β2b#e
The parameters (αa, β1a, ...) are estimated by flexsurv package in
R using Nelder-Mead method [11]. Once the parameters are esti-
mated, the empirical distribution of f (TP(Z̃)) is obtained, and the
mode of the distribution is judged to be the value of TP. The logic
follows from the definition of mode as being the most likely point.

4. Viewpoint Selection for New Session. In the dataset, we ob-
serve that the frame selected as the viewpoint is one of the frames
when the accelerometer reading was negligible for some duration.
This is indeed natural and necessary to obtain clear (not blurred)
visual perspectives. We use the above method for a new consumer
session as follows. We store the frame (image) at the time point
just before TP - the point when the maximum propensity to click

Figure 2: Viewpoint camera (left) and screenshot (right) frames.

on ‘View Product Information’ is achieved and the accelerometer
value is below the predetermined threshold. If both the conditions
are satisfied at some later stage in the session, the viewpoint is up-
dated. So, there is only one viewpoint at the end of the session.

4.1.1 Evaluation of Viewpoint Selection
A is divided into two parts: 80% for training and 20% for testing.
We present results for 1, 3, and 5 seconds time windows that can
potentially contain the viewpoint. We denote our model by SA-FF
(Survival Analysis with different Functional Forms) and compare it
against various baselines. For each model, the results are reported
after selecting the best combination of features. The baselines are:

(a) Standard Survival Analysis (SA): This model fits generalized
gamma assuming that the parameters of the distribution depends on
the covariates but retain similar functional forms for all of them.

(b) Weibull with Observed Functional Form: We follow the
same process as described above except that, instead of generalized
gamma, we fit Weibull distribution with two parameters - shape and
scale. The location parameter is taken to be 0. We tried two vari-
ants of this model: W-Mode and W-Mean which return the mode
and the mean of the distribution as the estimated time point of TP
respectively. W-Mode is our method only as Weibull is a special
case of generalized gamma class of distributions.

(c) Linear Regression (LR): We fit linear regression on the data
with target being TP and the regressors being covariates (Z̃).

(d) Random Forest for Survival Analysis (RF-SA): For a non-
linear model, we fit random forest for survival analysis [10] with
target being TP and the regressors being covariates (Z̃).

As per Table 1, W-Mode provides the best fit. We achieve 18.33%,
27.03% and 39.64% accuracy in 1, 3 and 5 seconds window respec-
tively which is a significant improvement over LR. These accuracy
results are good numbers as we only report small windows contain-
ing viewpoint from a session which can contain large number of
such windows. Fitting Weibull is better than generalized gamma
due to: (a) library dependency, (b) relationship observed between
features and parameters. Further, the results justify the use of mode
as the estimate. LR provides results similar to those from returning
the mean of Weibull distribution (W-Mean). The improvement for
our method decreases as the window length increases.

4.2 Catalog Creation
After obtaining the viewpoint, the second step is the catalog cre-
ation. For illustration purposes, let the final outcome of our viewp-
point selection model be the two images shown in Figure 2. On the
left is the background viewpoint (the camera image). On the right
is the AR viewpoint which embeds the virtual product (chair) on
that background (screenshot image). The workflow of the recom-
mendation system is as follows:

1. Location and Pose Identification. To create a catalog with dif-
ferent embedded objects, the location and pose of the virtual object
is required in the viewpoint. We designed our system so that it
captures the location and pose of the virtual object in the camera
coordinates throughout the consumer’s session and then uses them
for the time point when the viewpoint is selected.
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Figure 3: Some of the candidate images having embedded product.

2. Shape Style Similarity. A consumer may prefer objects that are
similar in physical design to the product she has tried. Unlike the
usual e-commerce setting, where the similarity in design is deter-
mined by meta-tags, we leverage a structure-transcending method
for evaluating the stylistic similarity of 3D shapes [18]. It is a more
sophisticated way to determine the shape style similarity which can
be computed for all the pairs of 3D models belonging to the same
class (e.g. chairs) present in the marketer’s repository. This method
returns a distance measure between two objects. Let the style dis-
tance between objects i and j be αi, j . This is transformed to simi-

larity (say si, j) by si, j =
1

1+αi, j
which lies in [0,1].

3. Color Compatibility of Products Embedded in the View-
point. We use Unity3D3 to embed the products (3D models) in
the camera image of the viewpoint using the location and pose ob-
tained from Step 1 above. This creates a candidate set of images
with embedded recommendations. Some of them are shown in Fig-
ure 3. Offline shoppers often use color compatibility of the product
with the objects in the room. Thus, for each image, we extract a
theme of five dominant colors by using [22]. This is passed to a
crowd-sourcing based lasso regression model [22] to get a rating
to the theme on a scale of 1 - 5. Let ri be the rating for image
i. The ratings are normalized to lie in [0,1] by the transformation,

ci =
ri−1
5−1 , where ci is the color compatibility of image i.

4. Recommendations. To define an overall score of a candidate
recommendation product embedded in the viewpoint, we conducted
a survey over 120 participants. We produced a collection of 6 lists
of images with 6 unique starting products, each capturing a differ-
ent viewpoint. For each product, we embedded 9 candidate prod-
ucts at the same location and pose as that of the starting product.
The scores s and c were calculated for each of the 6×9 = 54 can-
didate recommendations. The participants were asked to rank the
names in a list from 1 to 9. On average, the Kendall-Tau correla-
tion (allowing ties) between the average ranks and individual ranks
were 0.66, 0.68, 0.62, 0.72, 0.68 and 0.70 for the six lists. This
suggested that participants tend to indicate similar rankings given
an image of the starting product embedded in a viewpoint. We took
the average rank and then ranked the averages to get the ground
truth rankings for the six lists. Further, we found that the Pearson
Correlation between the two scores corresponding to images in the
experiment was 0.23. Additionally, the ranks observed from indi-
vidual scores had a Kendall-Tau correlation (allowing ties) of 0.21.
These values do not suggest a strong relation among scores. Hence,
we define appeal A(:) of an image i as weighted linear combination
of the two scores. That is, A(i) = w1si +w2ci. Here, �w = (w1,w2)
is the weight vector. After getting the ground truth ranking for

each list, we have 6 ∗ (9
2

)
= 216 pairwise comparisons. We per-

3www.unity3d.com

Figure 4: Labels with confidence, bounding boxes for real objects
in camera frame (left) and virtual chair in screenshot frame (right).

form 4 : 1 : 1 split for training, validation and testing. Then we
apply rank-SVM [13] algorithm which use the obtained pairwise
comparisons to learn the weights for different features. Validation
data is used to achieve an optimal cost parameter as required in
rank-SVM. The weights show the importance of the corresponding
feature in deciding the ranks of the images. The learned weights
are: �w = (0.19,1.66). For example, for the bottom left image of
Figure 3, si = 0.56 and ci = 0.7. Hence, A(i) = 1.2684. The rec-
ommendations embedded in images are ranked in decreasing order
of their appeal. We select a predetermined number of top ranked
images for the final catalog.

4.3 Text Content Creation
In the recommendation system so far, the content created focused
on shape, style, color and location of the objects in the viewpoint.
To round off the recommendation, in this section we show how to
incorporate textual content in it. We emphasize on diversity and
persuasiveness of the text for the recommendations. For illustration,
let the final outcome of the recommendation system, for which the
text content is to be created, be the images shown in Figure 3.

1. Objects, Color, and Location Identification. We use Faster
R-CNN (Region-based Convolutional Neural Network) [25] which
takes as input an image and returns object proposals (bounding
boxes) and object label with confidence score. To identify objects in
viewpoint (camera image), we use the same parameters as used by
[25]. Further, Step 1 of Section 4.2 gives the location of the virtual
object in the camera coordinates as well (see Figure 4). Next, we
identify the color of each object present in the background (view-
point camera image) using the method in [22]. One, we take the
above bounding boxes and resize them in the desired shape as re-
quired by [22]. Two, in a deviation from the work in [22], instead
of looking for a 5 color theme we confine to a 1 color theme based
on dominance. This is easy to do by just adding a constraint of all
theme palettes to be equal in the objective function of [22]. Further,
we name colors at two granularities: hue and shade names. For
example, Crimson and Salmon are different shades of the Red hue.
The 1-color theme is obtained in hex code by solving the above
optimization process. We look for the color name of the hex code
which is nearest (L1 distance) to the hex code of the identified ob-
ject, according to the hash function4.

Relative position of the virtual object wrt each identified object
in the viewpoint is determined. We use coordinates of the bound-
ing boxes to determine if they intersect. If they do not intersect,
we have either a vertical or horizontal separating axis for them
(axis algined boxes). If the axis is vertical (horizontal), we give
‘left’/‘right’ (‘front’/‘behind’) label depending on their relative lo-
cation. When the boxes intersect, we use a heuristic based on area
of intersection to determine which box is in front of (or behind) the
other. Moreover, various synonyms can be used to ensure syntactic
diversity in the generated content. For example, left can be written
as next, beside, by etc. Note that, left is a more detailed description
of a relative position than beside.

2. Tuple and their Rewards. For each identified object, we gener-
ate tuples of the form <object type, object color, relative position>.

4https://www.w3schools.com/colors/colors groups.asp
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As per discussion above, multiple tuples are created using multiple
color and relative position words for each object. Depending on the
number of identified objects, suitably many tuples can be generated.
Marketers may want to give preference to some tuples over others.
For example, it is better to talk about an object is which is identified
with more confidence instead of one which is not. In order to de-
cide which tuples to use in the predefined template of sentences, we
define reward for tuples which is based on the following properties:

(a) Object Proposal Confidence (OPC): We seek objects which are
identified with high confidence. An example is mentioned above.
OPC ∈ [0,1] is obtained from Step 1 of this section.

(b) Association Value (AV): We seek objects having high associa-
tion value with the recommended product. For example, a sofa has
a higher association value with a table than with a painting. So, if
the identified object is associated with the endorsed product class,
according to [30], then we assign AV = 1, otherwise AV = 0.5.

(c) Location Synonym Weight (LS): Different weights are given to
exact or approximate location words of the recommended product
wrt identified object. For example, left is an exact location word,
whereas beside can be used for both right and left. We have taken
LS = 0.7 for right, left, front, and behind and LS = 0.3 for others.

(d) Color Detail Weight (CD): Different weights are given to shade
(finer color) and hue (coarser color) names. We have taken CD =
0.7 and CD = 0.3 for the shade and hue names respectively.

(e) Color Compatibility (CC) of Objects: Since we have the dom-
inant color of the identified object (Step 2 above) and the recom-
mended object (present in the repository), we create a five color
palette by using the remaining three colors as white. A white back-
ground gives the appearance of color on paper, which makes it eas-
ier to compare and judge the combination. The order in which the
colors are arranged in the palette matters [22]. Therefore, we com-
pute the theme score (Step 4 of Section 4.2) of all possible permu-
tations (i.e 5P3 = 20). We define the maximum out of the twenty
scores as the color compatibility score between the two objects.

Finally, we define, Tuple Reward = OPC ∗AV ∗LS∗CD∗CC.

3. Final Sentences. The text content should contain different sen-
tences for different recommended products. Thus, we follow a
graph based approach to select diverse tuples as done in the sum-
marization algorithm [19]. Each tuple (i) is a node (vi) with reward
(ri). An edge (ei j) between two nodes has weight (wi j ∈ [0,1]) in-
dicating similarity between the nodes. We define the similarity as:

wi j = 1ob j(0.61col +0.11loc +0.21col1loc +0.1) (2)

where, 1k denotes the indicator for k being same in nodes i and
j. Thus, a fully connected graph G(V,E,W ) is created with budget
B. B denotes the number of tuples which the marketer wants. Cor-
responding to a recommended product, the tuple with the highest
reward different from the already selected tuples is selected using
an iterative approach aimed at exhausting the budget (see reference
[19]). For example, the tuples selected for the mentioned recom-
mendations shown in Figure 3 are:

• <sofa, purple, front>

• <chair, orange, left>

• <potted-plant, brown, next>

• <chair, pumpkin-orange, right>

We embed the selected tuple elements in predefined sentence
templates (commonly used in targeting) to generate the final content
corresponding to each recommendation. For example, for each of
the four products recommended, the corresponding sentences are:

• We want you to check out this purple chair if placed in front of your purple sofa.

• How about a brown chair to the left of the orange chair at your home?

• In fact, this red chair will look amazing if placed next to your brown potted-plant.

• A brown chair to the right of your pumpkin-orange chair looks great too.

The words in bold above are generated from the algorithm.

Table 2: Average ratings for the viewpoint study questions.

R1 R2 R3
Q1 Q2 Q3 Q1 Q2 Q3 Q1 Q2 Q3

V1 0.9 -0.2 0.4 1.2 0.7 0.9 1.4 0.9 1.3
V2 1.2 0.9 1.2 1.4 1.4 1.5 1.1 0.7 0.9
V3 1.3 0.8 1.3 1.7 0.9 1.2 1.9 0.9 1.6

4.4 Final Targeting System
We create an AR system using Vuforia5 SDK and Unity 3D3. The
application tracks the features discussed in Section 3.1. The View-
point Selection model (Section 4.1) is plugged into the app. Some
3D models are provided in the app from Shapenet. The reposi-
tory of 150 armchairs and 150 coffee tables is maintained on the
server. After an app session, the Viewpoint Selection model sends
the viewpoint images along with the location and pose of the virtual
object in the camera coordinates to the server. Using this data, rec-
ommendations are created and embedded in the viewpoint. Lastly,
targeting content is created for the recommended products.

5 MTURK EVALUATION STUDIES AND RESULTS

Different user studies evaluate viewpoint selection, recommenda-
tion system and improvement in targeting, by using a between sub-
jects design where responses are based on a discrete Likert scale.

5.1 Viewpoint Selection Study and Results
The goal is to evaluate if the viewpoint outputted by the system
agrees with human judgment. The study emulated a session where
a consumer is trying to select a chair for a room. From parts of the
session video having low accelerometer reading, we select 3 dis-
tinct images A, B and C. We use three videos: Video 1: Images A
(10 seconds), B (5s), C (5s); Video 2: Images A (5s), B (10s), C
(5s) and Video 3: Images A (5s), B (5s), C (10s). For each video,
three recommended images are created. For A, B and C, the focal
object (chair) is replaced with a recommended object keeping lo-
cation and pose identical, resulting in three recommended images
corresponding to the three videos. A different group of 30 partici-
pants saw each of nine conditions so as to reduce biases. Following
the use of multiple measures, the three questions asked were: The
chair Q1. is unattractive (-3) - attractive (3), Q2. does not (-3) -
does fit (3) in the room and Q3. is a poor (-3) - good (+3) choice.

In Table 2, V1, V2, and V3 denote the videos, and R1, R2 and
R3 the recommended images. Per our hypothesis, when V1 (or V2,
or V3) is shown, the highest preferred choice is R1 (or R2, or R3).
Table 2 shows average ratings per question. First, we use test of
means (t-test) to verify whether the average ratings for R1, R2, and
R3 corresponding to V1, V2, V3 are greater than 0, the mid-point
of the scale. We find that aggregated across Q1-Q3, R1 is rated
not significantly greater than 0 (t = 1.15, n = 30, p = 0.13) for
V1, while R2 and R3 are rated significantly greater than 0 for V2
(t = 6.94, n = 30, p < 0.001) and V3 (t = 5.43, n = 30, p < 0.001),
respectively. Thus, as a second step we confine testing to V2 and V3.
We compute the proportion of ratings that are positive as opposed
to negative. Aggregated across Q1-Q3, our 1-sided Chi-Square test
of proportions for V2 and V3 combined yields χ2 = 4.17, n = 180,
p = 0.02. That signifies for V2 and V3, our hypothesis is validated.
We find support for our identified viewpoint versus that of human
judgment, except in the V1-R1 case. We expect that deploying the
system for participants will provide stronger statistical support.

5.2 Background Relevance Study and Results
The goal is to check whether the use of background helps in influ-
encing consumers preference. We use the same product (chair) and
the recommended product (chair) on a white background as used

5Q. C. Experiences. Inc., qualcomm vuforia developer portal (2015)
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Table 3: Relative ratings for recommended images.

Images O 1 O 2 O 3
B 1 0.59 0.49 0.35
B 2 0.67 0.67 0.42
B 3 0.68 0.65 0.52

in the viewpoint study. Participants compared the two images: fo-
cal chair and recommended chair with no (white) background. The
questions asked were: Q1. The chair is unattractive (-3) - attrac-
tive (3). Q2. The chair is a poor choice (-3) - a good choice (+3).
For the ‘no background’ case, both Q1 and Q2 got mean ratings of
0.83, whereas ‘with background’ produces mean ratings of 1.33 and
1.11 for Q1 and Q2 respectively. The ‘with background’ condition
comprises the three backgrounds used in Section 5.1. Aggregating
Q1 and Q2, Mann-Whitney U test to verify the 1-sided hypothesis
that background is preferred over no background gives U = 1151.5,
n = 120, p = 0.098. The study in Section 5.1 shows that back-
ground V1 has weaker results than V2 and V3. Thus, considering
only V2 and V3, we get U = 679.5, n = 90, p = 0.017. Overall, the
‘background’ is preferred over that of ‘no background’, providing
an empirical basis for our investigation.

5.3 Recommendation Evaluation Study and Results
The goal is to have humans compare recommendations from our
model with a baseline recommendation [27] based on description
similarity. The baseline takes the browsed products as input. It then
finds recommendations similar to the input based on attributes such
as model, weight, etc. Using 2 chairs and 2 tables we have four con-
ditions, with 30 different participants allocated to each condition.
All the participants see the same input product as the browsing im-
age. The recommended products are placed on the same viewpoint
as the browsing image, keeping location and pose constant. This
controls for unintended variations with respect to which the rec-
ommended image is judged. For each condition, 6 recommended
images result, 3 from the proposed method and 3 from the baseline.
The participants then rank the 6 recommended images without ties,
through distributing 100 points among the recommended images.

In Table 3, {O1, O2, O3} denote the recommended images from
our method (in ranked order), {B1, B2, B3} are images from the
baseline (in ranked order). Cell (i, j) shows the proportion when Oj
is ranked above Bi, calculated over 120 responses obtained across
the 4 conditions. In Table 3 the top recommendations from our
method (O1 and O2) are preferred over the top recommendations
by the baseline (B1 and B2). We run a 1-sided Chi-Square one sam-
ple proportions test to check whether our recommendation is better
than the baseline in more than 50% of the cases. Comparisons O1-
B1, O1-B2, O1-B3, O2-B2, and O2-B3 have χ2 ∈ (3,15), n = 120,
p < 0.05. O3 has similar preference as B3 (χ2 = 0.14, n = 120,
p = 0.31). Further, we computed nDCG [12] for the 4 conditions
corresponding to our recommendations. The relevance (required
for nDCG) for each image is taken to be the average points assigned
by the participants for that image. We got the mean nDCG of 0.92
across the 4 conditions which shows that the human ordering con-
curs with ordering given by our method.

6 CONCLUSIONS AND FUTURE WORK

We create a novel consumer targeting system through modeling the
AR-based data. Firstly, using the time-stamps of consumers in-
teraction, the proposed statistical model identifies the augmented
visual influencing consumers purchase (viewpoint). Secondly, a
personalized catalogue of recommendations based on the style and
color compatibility of other objects in the viewpoint is offered.
Thirdly, we generate diverse personalized targeting content ac-
counting for the physical surroundings as inferred from the view-
point. Evaluation through user studies shows good accuracy in

identifying the viewpoint, recommendations being better than the
baselines, and improved targeting using viewpoint. In future, we
plan to deploy this system for comprehensive evaluation, as well as
study other context parameters to further enrich the experience.
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